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Audience and Scope

This document covers the steps necessary to deploy Dell EMC Ready Stack for vSphere on PowerEdge
Servers, Unity storage, S-Series switches, and Data Domain with Avamar for data protection. This document
serves as a deployment guide only; any modifications to the configuration and the impact those may have to
the configuration availability are not in scope for this document. For more detailed information regarding the
architecture, refer to the appropriate design guide.

This document may make some assumptions about the ability to perform tasks described in this document by
the individual performing the deployment. This deployment guide assumes that the individual is familiar with
Dell EMC products including the location of buttons, cables and components in the hardware and has
functional knowledge of the items included in the Dell EMC owner’s manuals for the products being used. In
addition the individual performing the deployment is assumed to have worked with VMware products on a
regular basis and understand the components and features of VMware vSphere.

Beyond familiarity with the items described above the deployment personnel are expected to have knowledge
of datacenter infrastructure best practices including best practices in the areas of servers, storage,
networking, data protection and environmental considerations such as power and cooling.

The scope of this document takes no consideration for existing infrastructure components outside of the Dell
EMC Ready Stack. Dell EMC takes no responsibility for any issues that may be caused to existing
infrastructure during the deployment. While it is understood that deviations from the configuration described
may occur to meet unique requirements, no warranty is implied or given as to the functionality of the Dell
EMC Ready Stack when deployed in a modified configuration.
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Overview

Dell EMC Ready Stack represents best in class hardware from Dell EMC in combination with VMware
vSphere 6.5. This is a flexible architecture model; offering a choice in the selection of server, storage and
networking components:

Dell EMC PowerEdge R440, R640, R740, and R740xd.

Dell EMC Unity 350F, 450F, 550F, and 650F All-Flash models.
Dell EMC S-Series S5048 and S3048 switches.

Dell EMC Connectrix DS6500B series switches.

The architecture is designed to scale and multiple clusters can be administered and monitored from the single
management cluster.

Dell EMC has gone through an extensive validation process including tests around hardware and software
stability as well as feature functionality and interoperability. This additional level of effort is focused around
ensuring the design, powered by the best in class hardware from Dell EMC, will provide a stable, highly
available platform for your VMware vSphere workloads to run on.

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity
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2 Pre-deployment Requirements

This deployment guide for Dell EMC Ready Stack makes several assumptions around your existing
infrastructure and services available on your network. Before proceeding further ensure that the pre-
deployment requirements are satisfied.

2.1 Datacenter Requirements

To support the solution, the following components are required to be present in the customer environment:

e An existing Ethernet infrastructure with which to integrate. Dell EMC Networking S5048-ON switches
support 10/25 GB and 40/100 GB uplinks to the network core switches. Additional components, such
as Dell network cables and transceivers, are needed. Ensure you have all necessary components to
facilitate connecting to your existing network prior to beginning deployment.

¢ Domain Name System (DNS) and Network Time Protocol (NTP) services must be available on the
management network. A DHCP server is recommended but not required.

o Sufficient power and cooling to support all components must be present. Please refer to product
documentation to determine accurate power and cooling needs.

2.2 Site Survey Information

Appendix A, Site Survey, represents the required network information to deploy the Dell EMC Ready Stack
solution described in this document. It is recommended that all information be collected prior to starting the
deployment. Throughout this document examples from the site survey will be displayed to assist in locating
the information necessary.

2.3 Validated Components

The table below list the software and firmware versions that have been validated with the Dell EMC Ready
Stack. The Dell EMC Ready Stack Deployment Guide was written using these specific versions. The versions
listed below are the recommended minimums for this release of Dell EMC Ready Stack in order to match all
of the deployment steps listed in this document.

Table 1 Dell EMC Ready Stack Solution Validated Hardware and Software

Layer Device Version(s)

Server PowerEdge R640/R740/740xd BIOS 1.3.7

iDRAC 3.15.17.15

Mellanox CX4 LX Dual-port rNDC Firmware 14.20.18.20, mix5-core
4.16.10.3
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Layer Device Version(s)
Qlogic 2692 Dual-port Fibre HBA Firmware 14.02.13, glnativefc 2.1.57.0-1
Network | Dell EMC Networking S3048 OS 9 FTOS 9.13.0.1P1
Dell EMC Networking S5048 OS 9 FTOS 9.12.1.0
Storage | Dell EMC Unity x50F 4.2.2
Connectrix DS6500 Fabric OS 8.1.2a
Software | VMware vSphere ESXi 6.5.0 U1, Build 7388607

VMware vCenter Server Appliance

6.5.0 U1, Build 7312210

Dell EMC Virtual Storage Integrator 7.3.2
Dell EMC OpenManage Integration for VMware 4.1
vCenter

Dell EMC Avamar Virtual Edition 7.5.1
Dell EMC Data Domain Virtual Edition 6.1.1.5
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3 Physical Layout

This section describes the physical layout of the components in the Dell EMC Ready Stack if installed in a
single rack including cabling for power and network connectivity. Please refer to the specific product
documentation available at dell.com/support for instructions on rack installation of individual components.

3.1 Rack Layout

The physical rack layout of Dell EMC Ready Stack is completely flexible, and there can be many datacenter
dependencies on power, thermals, and weight. Dell EMC PowerEdge rack servers require either 1U or 2U of
rack space depending on model, and the compute server quantity can change depending on customer needs.
Dell EMC Unity storage can require fewer/additional disk enclosures, depending on the storage capacity and
SSD drive type. Additional items, such as a Data Domain appliance, could also be added within the same
rack (space permitting), but this is outside of the scope of this document. The following Figure 1 is an
example of the Dell EMC Ready Stack Enterprise Large.

Dell EMC Ready Stack
Enterprise Large

Dell Networking
$3048 OOB Switch
Dell Networking
$5048 LAN Switches

PowerEdge Management
Servers

Dell EMC PowerEdge
Compute Servers

Connectrix DS6510b
Fibre Channel Switches

Unity x50F All-Flash
SAN Storage

Figure 1 Rack Layout
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3.2 Cabling

All Dell EMC Ready Stack components should follow the cabling diagram below in Figure 2. 100 Gb Ethernet
requires QSFP28 cabling and 25 GbE requires SFP28 cabling. Dell EMC Networking Passive Copper Direct
Attach cables are recommended and are available in various lengths, depending on rack layout. Dell EMC
Networking Active Optical cables are also available for longer distances and dense rack configurations.
Connectrix DS6500 switches are pre-populated with the required Fibre Channel optics. Additional 16 GB SFP
Fibre Channel adapters are needed for Dell EMC Unity and PowerEdge servers. LC-LC Optical Multimode
cable is required between PowerEdge and Unity to Connectrix Fibre Channel switches. Cat 5e or Cat 6
Ethernet cabling is required for iDRAC, Connectrix and Unity management. For small configurations, it is
possible to cable 1 GbE devices to TOR using a 1000Base-T SFP Transceiver. This can eliminate the need
for the Dell Networking S3048-ON switch in some cases.

53048-ON Switch

PortChannel

S5048F-ON Switch 10GhE

) SAN
‘.‘ 16Gh FC
| Ve
Power A
® Power B

X

=t i et ey

Front End
16Gb FC

Power A

Power B
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Figure 2 Cabling Diagram

3.3 Hardware Installation Checkpoint

At this point the following should be completed as part of the Ready Bundle for Virtualization:

v Installation of hardware components (switches, storage, and servers) into racks
v" Network connections cabled from switches to servers per the above diagram
v" Power cabled to each component per the above diagram

14 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity
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Configure Networking

This section describes the steps necessary to configure Dell EMC Ready Stack for the Dell EMC Networking
S3048-ON OOB management and S5048-ON TOR switches. The configuration steps detailed are provided
as an example of a working configuration. These steps should be reviewed with the site networking team
before proceeding.

This section will use information from the Network Topology table in Site Survey. You will also need the core
network gateway from the Customer Network Services table. Server port mapping will be used from the
Switch Port Mappings table. See the example survey info below.

NOTE: This is intended only as an example. The full blank survey form can be found in Appendix A, and
should be completed prior to deployment.

Usernames and passwords are at customer discretion. Ensure all information, especially information related
to spanning tree, has been confirmed with the appropriate personnel responsible for the network configuration
across your environment.

Example Networking Site Survey Information

This section presents an example of a networking topology site survey.

Table 2 Example Switch Hosthames

Switch Hostnames

Switch Hostname VLT Heartbeat IP VLT Ports
S3048 S304800B

S5048-Top S5048T 192.168.1.253/24 Hu 1/53-1/54
S5048-Bottom S5048B 192.168.1.252/24 Hu 1/53-1/54

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity
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Table 3 Example VLAN Information
VLAN Information

Network VLAN | S5048-Top IP S5048-Bottom IP | VRRP IP VRRP |S3048 IP
Type ID CIDR CIDR Group
Out-of-Band |100 |172.90.100.252/24 | 172.90.100.253/24 | 172.90.100.254 | 1 172.90.100.25

Management | 110 172.90.110.252/24 | 172.90.110.253/24 | 172.90.110.254 | 2

vMotion 120

Compute VM | 210 172.90.210.252/24 | 172.90.210.253/24 | 172.90.210.254 | 3

Table 4 Example Customer Network Services

Customer Network Services

Core Network Gateway 172.90.100.250

Table 5 Example Port Mappings

Port Mappings
S5048-Top S5048-Bottom S3048
Server NIC Port 1 NIC Port 2 iDRAC
Mgmtl Tf1/1 Tf1/1 Gil/1
Mgmt2 Tf 1/2 Tf 1/2 Gi1/2
Compl Tf 1/3 Tf 1/3 Gi 1/3
16 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity
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Port Mappings

Comp2 Tf 1/4 Tf 1/4 Gi 1/4

Comp3 Tf1/5 Tf 1/5 Gi 1/5

Configure Dell EMC Networking S5048-ON

This section provides the procedures necessary to configure your Dell EMC Networking S5048-ON switches
in a minimal configuration to support the Dell EMC Ready Stack configuration. Additional configuration may
be necessary for your environment and to configure communication to your core datacenter network. If you
are not familiar with configuring the Dell EMC Networking S5048-ON you can reference the documentation
located at dell.com/support

To begin configuring your Dell EMC Networking S5048-ON you will need a laptop with a serial connection and
terminal emulation software such as Putty. Commands that include information specific to your environment
or site survey have that information placed inside <> symbols. Do not enter this as part the command. See
the following example:

Deployment guide command reference: Dell(conf)# hostname <hostname>
On the top S4048 switch enter: Dell(conf)# hostname SW1
On the bottom S4048 switch enter: Dell(conf)# hostname SW2

When a command to enter differs between the top and bottom switch but the information is not part of the site
survey an indentation will be used to identify the different commands. Use the command with the preceding
hostname for the switch you are configuring. Example:

SW1(conf)# protocol spanning-tree rstp #Command entered on both switches
SW1(conf-rstp)# bridge-priority 4096 #Command for Top S5048
SW2(conf-rstp)# bridge-priority 8192 #Command for Bottom S5048

SW1(conf-rstp)# no disable #Command entered on both switches

Begin Setup

1. Using the RJ45 to serial cable included with your switch connect one end to your workstation and the
other end to the RS-232 console port of the switch located at the upper right hand side of the switch when
looking at the back portion near the fans and power supplies.

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALE!



http://www.dell.com/support

4.2.2

18

RS-232 Console Port

Management Port

Figure 3  Serial Port

2. Using terminal emulation software set the appropriate COM port and configure as follows:

e 15200 baud rate
e No parity / No flow control
e 8 data bits / 1 stop bi
3. After successful connection enter configuration mode by first entering the following commands:

Dell> enable
Dell# conf

4. Now configure the hostname, timezone, and set a username/password for EXEC mode:

Dell(conf)# hostname <hostname>

SW1(conf)# username <username> password <password>
SW1(conf)# enable sha256-password <password>
SW1(conf)# clock timezone <timezone, example CST -6>

5. Configure routing to your default gateway, enable SSH, and save the configuration:

SW1l (conf)# ip route 0.0.0.0/0 <core network gateway>
SW1 (conf)# ip ssh server enable
SW1 (conf)# do write

Configure the Management Interface

The VLTi heartbeat uses the management interface located on the back of the Dell EMC Networking S5048-
ON switch which is connected with a standard Ethernet network cable from the top S5048-ON to the bottom
S5048-ON. To configure VLTi perform the following steps starting in global configuration mode of the switch.

1. Enter the following commands to configure the management port:

SW1(conf)# interface ManagementEthernet 1/1
SW1(conf-if-ma-1/1)# ip address 192.168.1.252/24
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SW2(conf-if-ma-1/1)# ip address 192.168.1.253/24
SW1(conf-if-ma-1/1)# no shutdown
SW1l(conf-if-ma-1/1)# exit

2. Enable spanning-tree (ensure the personnel responsible for network management have reviewed the
configuration for spanning-tree as incorrect settings may cause network issues. The values provided are
examples only):

SW1 (conf)# protocol spanning-tree rstp
SW1 (conf-rstp)# bridge-priority 16384
SW2 (conf-rstp)# bridge-priority 32768

SW1 (conf-rstp)# no disable

4.2.3  Configure the VLTi

1. Enter the following commands to configure the ports used for VLTi traffic:

SW1 (conf)# interface range hundredGigE 1/53-1/54
SW1 (conf-if-range-hu-1/53-1/54)# description VLTi
SW1 (conf-if-range-hu-1/53-1/54)# no ip address
SW1 (conf-if-range-hu-1/53-1/54)# mtu 9216
SW1 (conf-if-range-hu-1/53-1/54)# no shutdown
( ) #

SW1 (conf-if-range-hu-1/53-1/54 exit

2. Create a port-channel for VLTi:

SW1 (conf)# interface port-channel 100

SW1 (conf-if-po-100)# description VLTi

SW1 (conf-if-po-100)# no ip address

SW1 (conf-if-po-100)# mtu 9216

SW1 (conf-if-po-100)# channel-member hundredGigE 1/53,1/54
SW1 (conf-if-po-100) #

SW1 (conf-if-po-100) #

no shutdown
exit

3. Create the VLTi domain:

SW1 (conf)# vlt domain 1

SW1 (conf-vlt-domain)# peer-link port-channel 100
SW1 (conf-vlt-domain)# back-up destination 192.168.0.253
SW1 (conf-vlt-domain) # primary-priority 1
SW1 (conf-vlt-domain)# unit-id 0

SW2 (conf-vlit-domain) # back-up destination 192.168.0.252
SW2 (conf-vlt-domain) # primary-priority 2
SW2 (conf-vlit-domain)# unit-id 1

SW1 (conf-vlt-domain) # exit

SW1 (conf)# do write
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4. After the VLTi domain has been created on each switch run the following command from enable mode to
ensure the VLTi domain is properly configured:

SW1# show vlt brief
5. Ensure your output is similar to:

VLT Domain Brief

ICL Link Status: Up
HeartBeat Status: Up
VLT Peer Status: Up

6. Configure the ports that the servers are connected to on the switch. Based on the example site survey
ports tw 1/1 — tw 1/12 are in use on each switch:

Swl
SW1
SW1
Swl
SW1
SW1
Swl
Swl

conf)# interface range twentyFiveGigE 1/1-1/16
conf-if-range-tw-1/1-1/16)# no ip address
conf-if-range-tw-1/1-1/16)# mtu 9216
conf-if-range-tw-1/1-1/16)# portmode hybrid
conf-if-range-tw-1/1-1/16)# switchport
conf-if-range-tw-1/1-1/16)# spanning-tree 0 portfast
conf-if-range-tw-1/1-1/16) #
conf-if-range-tw-1/1-1/16) #

spanning-tree rstp rootguard

~ e~~~ o~~~ —~

no shutdown
7. Verify the ports are properly configured:

SW1 (conf-if-range-tw-1/1-1/16)# show config
Output for each port should be displayed:

interface twentyFiveGigE 1/1
no ip address

mtu 9216

portmode hybrid

switchport

spanning-tree 0 portfast
spanning-tree rstp rootguard
no shutdown
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4.2.4  Configure the Port-Channel

The Dell EMC Networking S3048-ON switch connects to the network through the Dell EMC Networking
S5048-ON switches using a port-channel consisting of one twenty-five gigabit port on each Dell EMC
Networking S5048-ON.

1. Configure the port that will be used for the port-channel:

SW1l (conf) # interface twentyFiveGigE 1/48

SW1 (conf-if-tw-1/48)# description OOB uplink

SW1 (conf-if-tw-1/48)# no ip address

SW1 (conf-if-tw-1/48)# mtu 9216

SW1 (conf-if-tw-1/48)# port-channel-protocol LACP

SW1 (conf-if-tw-1/48-lacp)# port-channel 101 mode active
SW1 (conf-if-tw-1/48-lacp)# exit

SW1 (
SW1 (

conf-if-tw-1/48)# no shutdown
conf-if-tw-1/48)# exit

2. Create the port-channel:

Swl
SW1
SW1
Swl
SW1
SW1
Swl
Swl

conf) # interface port-channel 101
conf-if-po-101)# description OOB uplink
conf-if-po-101)# no ip address
conf-if-po-101 mtu 9216
conf-if-po-101 switchport
conf-if-po-101

conf-if-po-101 no shutdown

~ e~~~ o~~~ —~

)
) #
) #
)# vlt-peer-lag port-channel 101
) #
) #

conf-if-po-101 exit

4.2.5 Configure the VLANSs

Configure the VLANSs that will exist on the switch. The following examples show the steps to configure each
VLAN in the site survey. Server NIC ports 1 and 2 are used for all traffic. If your configuration does not use
spine/leaf network architecture or you do not want VLAN traffic routed by the S5048-ON switches skip the
commands in bold.

1. Out of Band VLAN:

SW1l (conf)# interface vlan <VLAN ID>

SW1 (conf-if-v1-100)# description out-of-band VLAN

SW1 (conf-if-v1-100)# ip address <Switch IP CIDR>

SW1 (conf-1f-v1-100)# mtu 9216

SW1 (conf-if-v1-100)# untagged twentyFiveGigE 1/1-1/16
SW1l (conf-if-v1-100)# tagged port-channel 101

SW1 (conf-if-v1-100)# vrrp-group 1

SW1 (conf-if-v1-100-vrid-1)# virtual-address <VRRP IP>
SW1 (conf-if-v1-100-vrid-1)# exit

SW1 (conf-1if-v1-100)# no shutdown
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SW1 (conf-1if-v1-100)# exit
SW1 (conf)# do write

iDRAC ports can be cabled to TOR as desired using using a 1000Base-T SFP Transceivers. In this case,
these switchports would require the same configuration above.

2. Management VLAN:

SW1 (conf)# interface vlan <VLAN ID>

SW1 (conf-if-v1-110)# description Management VLAN
SW1 (conf-if-v1-110)# ip address <Switch IP CIDR>
SW1 (conf-if-v1-110)# mtu 9216

SW1l (conf-if-v1-110)# tagged twentyFiveGigE 1/1-1/16
SW1 (conf-if-v1-110) # vrrp-group 2

SW1 (conf-if-v1-110-vrid-2)# virtual-address <VRRP IP>
SW1 (conf-if-v1-110-vrid-2)# exit

SW1 (conf-if-v1-110)# no shutdown

SW1 (conf-1if-v1-110)# exit

SW1 (conf)# do write

3. vMotion VLAN

SW1 (conf)# interface vlan <VLAN ID>

SW1 (conf-if-v1-120)# description vMotion VLAN

SW1 (conf-if-v1-120)# ip address <Switch IP CIDR>
SW1 (conf-1if-v1-120)# mtu 9216

SW1l (conf-if-v1-120)# tagged twentyFiveGigE 1/1-1/16
SW1 (conf-if-v1-120)# no shutdown

SW1 (conf-1if-v1-120)# exit

SW1 (conf)# do write

—~ e~~~

4. Compute VM VLAN:

SW1 (conf)# interface vlan <VLAN ID>

SW1l (conf-if-v1-210)# description Compute VM VLAN
SW1 (conf-if-v1-210)# ip address <Switch IP CIDR>
SW1 (conf-1if-v1-210)# mtu 9216

SW1 (conf-if-v1-210)+# tagged twentyFiveGigkE 1/1-1/16
SW1 (conf-if-v1-210)# vrrp-group 3

SW1 (conf-if-v1-210-vrid-3)# virtual-address <VRRP IP>
SW1 (conf-if-v1-210-vrid-3)# exit

SW1 (conf-1if-v1-210)# no shutdown

SW1 (conf-if-v1-210)# exit

SW1 (conf)# do write

5. To verify that all settings have been properly recorded, review the configuration from enable mode:
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SW1# show running-config
6. Repeat these steps to configure the second Dell EMC Networking S5048-ON switch in the configuration.

Before you can reach these switches over the network they must be configured to uplink to the datacenter
core network. Many options exist to configure this uplink and your exact configuration will depend on the
switches used for the core network and your overall network topology. For this reason these steps are not
included in this document.

4.3 Configure Dell EMC Networking S3048-ON

The Dell EMC Networking S3048-ON switch servers as the out-of-band management switch for the Dell EMC
Ready Stack. This connectivity is not considered critical for workload operations so a single switch is used. To
begin configuring the switch you will need a laptop with a serial connection and a terminal emulator software
such as Putty. The same command syntax is in use from the previous configuration steps for the S5048
switches. Perform the following steps to configure the Dell EMC Networking S3048-ON switch.

4.3.1 Begin Setup

1. Using a RJ45 to serial cable included with your switch, connect one end to your workstation and the other
end to the RS-232 console port of the switch.

RS-232 Console Port

4

9av50 Siavez L N PR
m _ il Fe
aviaviaviav| =1

Management Port

Figure 4  Serial Port
2. Using terminal emulation software set the appropriate COM port and configure as follows:

115200 baud rate
No parity

8 data bits

1 stop bit

No flow control

3. After successful connection, enter configuration mode by first entering the following commands:

Dell> enable
Dell# conf
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4. Configure the hostname and timezone, and set a username/password for EXEC mode:

Dell (conf)# hostname <hostname>

SWOOB (conf) # username <username> password <password>
SWOOB (conf) # enable sha256-password <password>

SWOOB (conf) # clock timezone <timezone, example CST -6>

5. Configure routing to your default gateway, enable SSH and save the configuration:

SWOOB (conf) # ip route 0.0.0.0/0 <VRRP IP for out-of-band VLAN>
SWOOB (conf) # ip ssh server enable
SWOOB (conf) # do write

Configure the Management Interface

Configure the ports that the management servers’ iDRAC cards are connected to on the switch. For this

example we will assume that ports 1/1 — 1/3 are used for the management server’s iDRAC.
1. Enter the following commands:

SWOOB (conf) # interface range gigabitEthernet 1/1-1/20
SWOOB (conf-if-range-ge-1/1-1/20)# no ip address

SWOOB (conf-if-range-ge-1/1-1/20) # mtu 9216

SWOOB (conf-if-range-ge-1/1-1/20) # portmode hybrid
SWOOB (conf-if-range-ge-1/1-1/20) # switchport
SWOOB (conf-if-range-ge-1/1-1/20) #

SWOOB (conf-if-range-ge-1/1-1/20) #

spanning-tree 0 portfast
no shutdown

2. Verify the ports are properly configured:
SWOOB (conf-if-range-ge-1/1-1/20) # show config
Output for each port should be displayed:

interface GigabitEthernet 1/1
no ip address

mtu 9216

portmode hybrid

switchport

spanning-tree 0 portfast

no shutdown

Configure the Port-Channel

The Dell EMC Networking S3048-ON switch connects to the network through the Dell EMC Networking
S5048-ON switches using a port-channel consisting of two ten gigabit ports on the Dell EMC Networking
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S3048-ON. Execute the following procedures to configure the ports for the port-channel, and then create the
port-channel.

1. Configure the port that will be used for the port-channel:

SWOOB (conf) # interface range tengigabitethernet 1/49 - 1/50
SWOOB (conf-if-range-te-1/49-1/50) # description OOB uplink
SWOOB (conf-if-range-te-1/49-1/50 no ip address

(

(

( ) #
SWOOB (conf-if-range-te-1/49-1/50) # mtu 9216
SWOOB (conf-if-range-te-1/49-1/50) # port-channel-protocol LACP
SWOOB (conf-if-range-te-1/49-1/50) # port-channel 101 mode active
SWOOB (conf-if-range-te-1/49-1/50) # exit
SWOOB (conf-if-range-te-1/49-1/50) # no shutdown
SWOOB (conf-if-range-te-1/49-1/50) # exit

2. Create the port-channel:

SWOOB (conf) # interface port-channel 101

SWOOB (conf-if-po-101) # description OOB uplink
SWOOB (conf-if-po-101)# no ip address

SWOOB (conf-if-po-101) # mtu 9216

SWOOB (conf-if-po-101) # portmode hybrid

SWOOB (conf-if-po-101)
SWOOB (conf-if-po-101)
( )

SWOOB (conf-if-po-101

#

#

# switchport
# no shutdown
#

exit
3. Configure the VLANSs the out-of-band VLAN on the switch:

SWOOB (conf) # interface vlan <vlan ID>
SWOOB (conf-if-v1-100) # description out-of-band VLAN
SWOOB (conf-if-v1-100)# ip address <33048 IP CIDR>
SWOOB (conf-if-v1-100) # mtu 9216
SWOOB (conf-if-v1-100) # untagged gigabitethernet 1/1-1/20
( ) # tagged port-channel 101
( ) #
( ) #
(

SWOOB (conf-if-v1-100
SWOOB (conf-if-v1-100 no shutdown
SWOOB (conf-if-v1-100 exit

SWOOB (conf) # do write
4. Verify the port-channel to S4048 is up with the following command:

SWOOB# show interfaces port-channel brief
LAG Mode Status Uptime Ports
L 101 L2L3 up 00:02:34 Tw 1/49 (up)
Tw 1/50 (up)
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4.4 Networking Configuration Checklist

At this point the following network configurations should be complete:

v/ 85048 Switches configured

S5048 Switches connected to the corporate network
S3048 Switch configured

S3048 Switch connected to the S5048 Switches

ARV
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Deploy SAN Storage

This section describes all procedures you must perform in order to deploy the Unity storage array. It assumes
that all storage equipment has been properly powered and cabled to all of the appropriate networks. For
enclosure cabling guidelines, please refer to the Dell EMC Ready Stack Design Guide or Dell EMC Unity
Hardware Installation Guide.

Deploy Dell EMC Unity Storage

Connect all power cords and management cables before proceeding. If there are additional drive array
enclosures, they must be connected as well.

1. Connect Unity to the network:
a. The management IP address for the Unity system can be assigned statically or dynamically.

- Dynamic: If DHCP is supported on your network, the Unity system automatically obtains a
network address when you power it up.

- Static: Download, install, and run the Connection Utility software. This must be done on a
computer with access to the subnet where you installed your Unity system. You will need the
serial number of the Unity system, the desired IP address, subnet mask, and default
gateway.

2. Connect to Unisphere:
a. Launch your preferred browser and input the IP address from step 1.a above as the destination.

- Default user: admin
- Default password: Password123#

b. Aninitial configuration wizard steps through basic settings like licensing, storage pool creation,
alerts, support, and networking. All of these tasks can be completed from Unisphere at any time
in the settings menu (click on the gear icon in upper left), even after the initial wizard. Further, the
wizard can be run again any time from the settings menu.

Deploy Connectrix DS6500 Switches

This section describes all procedures you must perform in order to deploy the FC switches. Connect all power
cords and management cables before proceeding. For fiber cabling guidelines for storage array and hosts,
please see the Dell EMC Ready Stack Design Guide.

1. Connect your setup computer COM port to the serial port on the switch, using the serial cable shipped
with the switch. The serial connection settings are as follows:

e Bits per second: 9600
e Data bits: 8
e Parity: none
e Stop bits: 1
¢ Flow control: none
2. Open a terminal emulator program, such as PuTTY, and log into the switch console using the default
credentials. (e. g., admin/password).
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w

Change the password when prompted.

4. Type ipAddrSet and then press Enter to start the IP configuration dialogue. The following settings are
available in the dialogue:

DHCP: On or Off (Default setting is Off)

Ethernet IP Address: Set the desired IP address for the switch
Ethernet Subnetmask: Set the desired Subnetmask for the switch
Gateway IP Address: Set the desired default gateway for the switch

5. Once the IP address has been set on the switch, close the terminal emulator program and disconnect the
serial cable from the switch.

6. Repeat the process on the second switch if needed.

7. Verity that the FC switches are visible on the network.

Example FC SAN Site Survey

Table 6 Example FC Port Mappings

FC Port Mappings

WWN Alias
SP-A PO 50:06:01:64:47:€0:01:96 spa_p0
SP-AP1 50:06:01:65:47:€0:01:96 spa_pl
SP-A P2 50:06:01:66:47:€0:01:96 spa_p2
SP-A P3 50:06:01:67:47:€0:01:96 spa_p3
SP-B PO 50:06:01:6¢:47:€0:01:96 spb_p0
SP-B P1 50:06:01:6d:47:€0:01:96 spb_p1
SP-B P2 50:06:01:6e:47:€0:01:96 spb_p2
SP-B P3 50:06:01:6f:47:€0:01:96 spb_p3
Mgmtl P1 21:00:00:24:ff:7d:9a:35 mgmt1l_pl
Mgmtl P2 21:00:00:24:ff:7d:9a:34 mgmtl_p2
Mgmt2 P1 21:00:00:24:ff:7d:9a:33 mgmt2_p1l
Mgmt2 P2 21:00:00:24:ff:7d:9a:32 mgmt2_p2
Compl P1 21:00:00:24:ff:7f:09:51 compl _pl
Compl P2 21:00:00:24:ff:7f:09:50 compl_p2
Comp2 P1 21:00:00:24:ff:7f.08:f9 comp2_pl
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FC Port Mappings
Comp2 P2 21:00:00:24:ff:71:08:f8 comp2_p2
Comp3 P1 21:00:00:24:ff:7f:08:cf comp3_pl
Comp3 P2 21:00:00:24:ff:7f:08:ce comp3_p2

Perform Arrays and Hosts Zoning

Perform the following steps to zone the management and compute hosts to the storage controllers.

1. From a web browser, start the Brocade Web Tools by entering the switch’s IP address in the address bar.
If Web Tools cannot be accessed from the browser due to Java issues, it can be invoked directly from a

command prompt with the following command:

javaws "http://[your switch ip address]/switchExplorer installed.html"

2. Create a Zone Configuration:
a. Loginto Web Tools with admin credentials.

b. InBrocade Web Tools, click Configure -> Zone Admin. The Zone Administration window will

open as in Figure 5 below.

4 Basic Zones

Zoning Modes 3
Basic Zones Print Edit View Zoning Actions

Traffic Isolation Zones El New *  ResourceView ¥  “u Refresh v  Enable Config

Alias Zone Zone Config

Name |CONFIG2_FABRIC_A

Member Selection List

=2 Zones

Save Config

\ 21 Zones.
E Zones (21 Zones) -

[ 172.40.100.105 - Brocade6510-Top - Zone Administration

¥ | MNew Zone Config| Delete| Rename | Clone

Zone Config Members

CHO4_SL01_ZM1
CHO4_SL02_Z01
CHO4_SL03_ZM
CHO4_SL04_Z1
CML_PHYSICAL
CML_VIRTUAL
141000e_Blade1_Z1
11000e_Blade2_Z1
11000e_Blade3_Z1
111000e_Bladed_Z1
11000e_Blade5_Z1
11000e_Bladed_Z1
W1000e_BladeT_Z1
11000e_Bladed_Z1
RE30_ESKi1_CNT
RE30_ESXZ_CNT
r630esx1_unity
r630esx_unity

R74001_Z01
D74nNT 701

Clear All

B

=

-

Current View: Fabric View

e

Switch Commit Messages:
Zone Admin opened at Thu Jul 27 2017 14.:48:04 GMT

Loading infermatien frem Fabric... Done

& Effective Zone Config: CONFIGZ_FABRIC_A

‘ Free Professional Management Tool | 172.40.100.105 ‘ADU ‘ User: admin

fogt]
>

Figure 5  Zone Administration Pane
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c. Inthe Zone Administration window, navigate to the Zone Config pane, and then click the New

Zone Config button.
d. Inthe Create New Config dialog box, enter a name for the new configuration and click OK.

3. Create aliases for the storage controller front end FC ports:
a. Inthe Zone Administration window, navigate to the Alias tab and then click New Alias.

b. The Create New Alias dialog box is displayed.

Basic Zones
Print Edit View Zoning Actions

i,

[ New Resource View “x Refresh - Enable Config Save Config

[ aias [ Zone | Zone Config |
Name ASM | Mew Alias| Delete| Rename

Member Selection List

Portz & Attached Devices(72 Members)
WWWNs (24 Devices)

Figure 6  Alias Pane

c. Inthe Create New Alias dialog box, enter a name for the new alias (e.g., Unity_SPA_P0) and
click OK.

d. Expand Member Selection List -> Ports & Attached Devices to view the nested elements.

e. Expand the port that contains the WWN needed for the alias being created as shown below.
(Unity front end ports’ WWNSs can be found in Unisphere.)

[®] 1,38(port38,U-Port, FID: 012600}
1,38(port38,U-Port, FID: 012700)
= 1,40(port40, F-Port,PID: 012800)
=] Q) EMC Clariicn 50:08:01:80:c7:60:01:958 <--- Node WWN
a} EMC Clariion 50:06:01:64:47:€0:01:96 <--- Port WWN
1,41 (port41,F-Port,PID: 012500)
1,42(port42,F-Port,PID: 01 2a00)

Figure 7 Port with WWN

f.  Click the port WWN, and then click the right arrow to add the WWN to Alias Members.
0. Repeat steps 3.a through 3.f to create aliases for all storage controller front end ports.
h. Click Action -> Save Config to save the configuration changes.
4. Create aliases for the WWN of the management/compute servers:
a. Inthe Zone Administration window, navigate to the Alias tab and click New Alias.
b. The Create New Alias dialog box is displayed.
c. Inthe Create New Alias dialog box, enter a name for the new alias (e.g., MGMT_SVR_P1) and
click OK.
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g.
h.

Expand Member Selection List -> Ports & Attached Devices to view the nested elements.
Expand the port that contains the WWN needed for the alias being created.

Click the port WWN, and then click the right arrow to add the WWN to Alias Members. (Server
HBA WWNs can be found in hardware inventory of iDRAC console)

Repeat steps 4.a through 4. to create aliases for all management/compute server HBAs.

Click Action -> Save Config to save the configuration changes.

5. Create Zones:
a. InWeb Tools, click Configure -> Zone Admin.
b. Inthe Zone Administration window, navigate to the Zone tab and click New Zone.

Basic Zones
Print Edit Wiew Zoning Actions

i,

New ¥ Resource View 3 Refresh ~ Enable Config Save Config Clear All

fAlas rZune |/Znne0mﬁg |
Name |CHO4_SLO1_Z01 v Mew Zone ~  Delete| Rename| Clone

Member Selection List

Ports & Attached Devices(72 Members)
VWS (24 Devices)

Aliases(42 Members)

Figure 8  Zone Config Pane

c. Inthe Create New Zone dialog box, enter a name for the new zone, and click OK.

o

Expand Member Selection List -> Aliases to view the nested elements.

e. In Member Selection List, select all aliases of the Unity storage ports and alias of the server

f.

WWN that will be included in the zone.
Click the right arrow to add the aliases to Zone Members.

g. Repeat steps 5.b through 5.f to create zones for all management and compute servers
h. Select Zoning Actions -> Save Config to save the configuration changes.

6. Enable configuration:
a. Select the Zone Config pane.

Basic Zones
Print Edit Wiew Zoning Actions

=3

New ~ Resource Wiew ~ ' Refresh = Enable Config Save Config Clear All

|/Aias |/Zune |/Zune Config

Name |CONFIGZ_FABRIC_A ¥ || Mew Zone Config| Delete| Rename| Clone

Member Selection List

Zones (21 Zones)
Zones
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Zone Config Pane

Expand Member Selection List -> Zones to view the nested elements.
Select all of the zones that were created for the management and compute hosts in previous
steps.

d. Click on the right arrow to move the selected zones in Member Selection List to Zone Config
Members.

e. Click Save Config to save the configuration. This process will take a few seconds.

f. Click Enable Config and select the name of the zone config. This process will take a few
seconds

g. Click OK to enable the zone configuration.

Add Cluster Hosts to the Storage Array

3.

For each server that needs to be added to the storage array, obtain the HBA’'s WWNs. WWNs of the HBA
can be viewed from the server’s iDRAC or ESXi shell.
To view the WWNs from the iDRAC, log in to the IDRAC, expand Hardware, and then click Fibre
Channel devices.

a. Expand a device under Fibre Channel Ports to view the port's WWN.
To view the WWN from the ESXi shell, run the following command:

esxcli storage core adapter list

The WWN of the ports will be displayed as shown in Figure 10 below.

WWN in ESXi Shell

Log in to Unisphere.

Under Access, click Hosts.

Click the plus sign (+) in the upper left hand corner of the Hosts pane.

Name the server in the Name field, and then click Next.

All discovered initiators will be shown in the Automatically Discovered Initiators section of the window.
Select the WWNs of the server that is being added to the storage array then click Next.

. Review the selections and click Finish.
. Repeat steps 5 to 10 for all management and compute servers that need to be added to the storage

array.
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5.6 Create a LUN

The LUNSs created and presented to the management cluster in this procedure will be used as datastores for
VCSA deployment as well as other management VMs. These steps can also be used to create additional
LUNSs that are needed for management and compute clusters.

1. Log into Unisphere.

2. Create Storage Pools as needed. The number and size of the pools will vary depending on the
requirements of each environment and the number of available drive types in the storage array.

3. Click Block on the left hand navigation pane.

4. Click the plus sign (+) in the upper left hand corner of the LUNs pane. The Create LUNs wizard opens as
shown in Figure 11 below.

) Configure LUN(s]
® Configure 9 (=) When you create multiple LUNs
Number of LUNg: * or the LUN name is not unigue,

the storage system appends the

1 LUN name with a number.

1

Mame: * For example, if you create two
LUNs and enter the name

'LUN", the storage system
names the first LUN "LUN-00"
Description: and the second LUN "LUN-01".

What are the various
Tiering Policies for this system?
Pool: *

POOLO1 (Ext Perfi Tier, 318.2 GB free) -
(Extreme Performance Tier, free) Vhat are Host 10 Limits?

Tiering Policy:

Start High Then Auto-Tier - The selected pool is not tiered

The tiering policy will have no

Size effect on the storage resource

100 < GB -
w1 Thin

Compression

Host /O Limit:
No Limit - Create /0 Limit

Cancel

Figure 11 Create LUNs Wizard

5. Select 1 in the Number of LUNS field.

6. Enter the name for the LUN in the Name field.

7. Select the Pool from which the LUN is being created, in the Pool field.

8. Enter the size of the LUN in the Size field. Please reference Table 7 below for VCSA space requirements.
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Table 7 VCSA Space Requirements

Resource

Requirement

Disk storage on the host machine

Default Storage Size:
Tiny: 250GB
Small: 290GB
Medium: 425GB
Large: 640GB
X-Large: 980GB

Large Storage Size:
e Tiny: 775GB

e Small: 820GB

e Medium: 925GB
e Large: 990GB

e X-Large: 1030GB

X-Large Storage Size:

¢ Tiny: 1650GB

e Small: 1700GB

¢ Medium: 1850GB
e Large: 1870GB

e X-Large: 1910GB

9. If athin LUN is desired, check the Thin box. If the Thin box is not checked, a thick LUN will be created.

10. Click Next.

11. In the Configure Access pane, click the plus sign (+) in the upper left hand corner of the window.
12. In the Select Host Access window, check the management hosts that require access to the LUN as

shown in Figure 12 below, and then click OK.
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Select Host Access (7 ¥ ]

More Actions - 0 Filtered down to 13 tems - -
! | Name 4+ | Operating System Protocols
= (o FCisCsl ~
O 17240110107 VMware ESXi 6.0.0 FC, File -
° 172.40.110.108 VMware ESXi 6.0.0 FC, File
vl 0 172.40.110.161 VMware ESXi6.5.0 ISCSI, FC, File
v Q 172.40.110.162 VMware ESXi6.5.0 iSCSI, FC, File
o M1000e_Elade1 ViMware ESXi FC
o M1000e_Blade2 ViMware ESXi FC
° M1000e_Elade3 ViMware ESXi FC
0 M1000e_Bladed ViMware ESXi FC
O M1000e_Blade5 VMware ESXi FC M

Figure 12 Select Host Access Window

13. In the Access pane, review the host selection and click Next.

14. In the Snapshot pane, check the Enable Automatic Snapshot Creation box if automatic snapshot
creation is desired, and then click Obtain the HBA’'s WWNs.

15. In the Replication pane, if replication is being configured for the LUN, check the Enable Replication box
and select the desired settings for replication.

16. Review the selections in the Summary pane, and click Finish.

17. In the Results pane, click Close.

18. If another datastore is required for additional management VMs such as OMIVV, VSI and etc., repeat
steps 4 through 17 to create a datastore of appropriate size that can accommodate all of the
management VMs. In the example given below, a 1 TB LUN should be sufficient.

Table 8 Management VM Size Example

Component VMs | CPU Cores | RAM (GB) | OS (GB) | NIC
VMware vCenter Server Appliance 1 4 16 290 1
Dell EMC OpenManage Integration for VMware vCenter | 1 2 8 44 1
Dell EMC Virtual Storage Integrator 1 2 8 11 1
Dell EMC Data Domain Virtual Edition 1 8 64 260 1
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Component VMs | CPU Cores | RAM (GB) | OS (GB) | NIC
Dell EMC Avamar Virtual Edition 1 2 16 3150 1
Dell EMC Avamar Proxy 1 4 4 21 1

19. Repeat steps 4 through 17 to create additional LUNs as needed and assign them to appropriate hosts.

Storage Configuration Checklist

At this point the following storage configurations should be complete:

v" Unity Storage deployment complete
Connectrix DS6500 deployment complete
Storage and Server Zoning configured

ASRNENEN

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

Servers provided Fibre channel access to Unity storage
Management LUN presented to management servers

DEALEMC



37

Deploy Management Cluster

This section will cover the steps necessary to deploy the management cluster including the VMware vCenter
Server Appliance. The following topics are covered:

¢ Installing ESXi

e Creating standard virtual switches

e Deploying VMware vCenter Server Appliance

e Configuring Active Directory authentication (optional)

If you have not configured the IP address of the management host iDRAC this must be completed before
proceeding. The steps to configure the iIDRAC network settings can be found at dell.com/support

Ensure that the workstation you are using has access to a copy of the latest Dell EMC customized ISO for
VMware ESX as well as the installation media for VMware vCenter Server Appliance. An SSH client such as
Putty will also be needed.

Downloads Required:

e VMware Virtual Center Server Appliance — my.vmware.com
e VMware ESXi 6.5 Dell Customized 1SO — dell.com/support

In addition to the information from the site survey, the following is necessary to complete this section:

o IDRAC Credentials

o IDRAC Enterprise License applied on all nodes

e Credentials for vSphere

e (Optional) Records for hostnames added to DNS Server

This section will use information from the Management Virtual Machines table in Site Survey, as well as the
Customer Network Services and Network Topology tables. Usernames should be set and recorded at
customer discretion. The following tables include the relevant information from these sections of the example
site survey.

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALE!


http://www.dell.com/support
http://my.vmware.com/
http://www.dell.com/support

Table 9

Management Cluster Site Survey

Host Information

Management Host Information

Hostname Management vMotion VMK1 | iDRAC IP Service Tag
VMKO

Mgmt01 172.90.100.1 172.90.110.1 172.90.130.1

Mgmt02 172.90.100.2 172.90.110.2 172.90.130.2

Management Virtual Machines

Hostname IP Address Subnet Mask | Gateway VLAN Size

VCSA 172.90.110.100 255.255.255.0 |172.90.110.254 | 110 290GB

OMIVV 172.90.110.101 255.255.255.0 | 172.90.110.254 | 110 44GB

VSI 172.90.110.102 255.255.255.0 |172.90.110.254 | 110 11GB

DD VE 172.90.110.103 255.255.255.0 |172.90.110.254 | 110 260GB

AVE 172.90.110.104 255.255.255.0 |172.90.110.254 | 110 3150GB

Avamar Proxy 172.90.110.105 255.255.255.0 |172.90.110.254 | 110 21GB
Table 10  Customer Network Services Site Survey

Customer Network Services

DNS 192.168.1.1 192.168.1.2
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192.168.1.3

Table 11 VLAN Topology Site Survey
1l\_l§FtJv(\a/0rk ?/DLAN gfgéS—Top IP g|584RB-Bottom IP VRRP IP \éi(oRuF; S3048 P
Out-of-Band | 100 172.90.100.252/24 | 172.90.100.253/24 | 172.90.100.254 | 1 172.90.100.25
Management | 110 172.90.110.252/24 | 172.90.110.253/24 | 172.90.110.254 | 2
vMotion 120
Compute VM | 210 172.90.210.252/24 | 172.90.210.253/24 | 172.90.210.254 | 3

6.1

Install ESXi on Management Hosts

Perform the following steps to install VMware ESXi on each of the PowerEdge management hosts that will be
part of the management cluster. For convenience, PowerEdge servers can be ordered with VMware ESXi 6.5
preinstalled from the Dell EMC factory. Otherwise, these steps can be performed remotely through the iDRAC
web interface or locally. This guide will cover the steps to perform the installation remotely. In this example we
are going to assign static IP addresses to the management interfaces of the ESXi hosts. Using DHCP is not

recommended for IP allocation of management hosts.

6.1.1

Prerequisites

The following is required to complete this section of the deployment guide;

e iDRAC IP Addresses or FQDN
o IDRAC Credentials
o iDRAC Enterprise License applied on all nodes
e Dell customized ESXi (6.5) image. Instructions for downloading can be found here. Make a note of
the image location on your system as you will need it when mounting virtual media.
e Host names, Management vLAN ID, IP address information.
e Credentials for vSphere.
e Static IP addresses for each of the management servers
e (Optional) Records for hostnames added to DNS Server

NOTE: Instructions for setting up the Dell iDRAC including configuring the IP address can be found in the
User Guide located here.
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6.1.2  Configure BIOS Settings and Connect to iDRAC

1. Apply the BIOS settings profile optimized for maximum virtualization performance.

a. Connectto the iDRAC IP address of one of the management hosts by using an SSH client (e.g.,
PUTTY).
Log in with the appropriate credentials. By default these are user: root password: calvin.
At the /admin1-> prompt, type racadm set bios.sysprofilesettings.WorkloadProfile
VtOptimizedProfile, and then press Enter.
fadminl-> r dm set bi £1

ttings.WorkloadProfile ¥ imizedProfile

d. You must create a job in order for the change to be processed. To create a job, type racadm
jobqueue create BIOS.Setup.1-1 and press Enter.

/adn 1-> racadm j ue create BIO

h command.
( it JID = JID 2416
e. Reboot the management host.
f. Repeat steps 1.a through 1.e for all remaining management hosts.

NOTE: The result achieved in step 1 can be completed through other means (like remote racadm). The
process documented in this guide should generally be the quickest approach for most environments.

2. Using a web browser, navigate to the iDRAC web interface at https://<IDRAC Address>.

Log in with the appropriate credentials. By default these are user: root password: calvin.

4. Click the Virtual Console Preview to open the remote console, ensuring that you enable pop-ups support
for each iDRAC in your chosen browser.

w

40 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DAL



== ntegrated Dell Remote Access Controller 9 | Enterprise 20
=R 2l

# Dashboard = System S Storage il configuration = Mai v ©. iDRAC Settings \/ . A
Dashboard

© Graceful Shutdown . © identify System

[ system Health i System Information 5& Virtual Console - Settings

® Batteries oltages Power State ON

CETVIM2 Launch Virtual Console

= Recent Logs viewall (7 Notes + addnote
view all
Severity  Description Date and Time Vv
Date and Time Description
Log cleared Mon 23 Apr 2018 18:09:55

here are no work notes to be disp

Figure 13 Virtual Console Preview

5. Once connected to the Virtual Console, attach the virtual media by clicking the Virtual Media -> Connect
Virtual Media option.

= Power MextBoot | Virtual Media

Create Image...

Connect Virtual Media

Figure 14 Connect Virtual Media

6. After the Virtual Media is connected, mount the VMware ESXi 6.5 Dell ISO image by clicking Virtual
Media again, and then selecting Map CD/DVD.

1ols  Power Mext Boot | Virtual Media

Create Image...

Disconnect Virtual Media

Map CD/DVD ... |
Map Removable Disk ...

Figure 15 Map CD/DVD
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7. Click Browse to specify and select the location of the VMware ESXi 6.5 Dell Customized 1SO.
8. Click Open.

IMPORTANT: This location must be available through the installation of the ESXi on all servers.

«| i | [»

File Name: |staller-6.5.0.update01-7388607.x86_64—DeIlEMC_Customized—AOS.iso]

Files of Type: |Disk iso file (*.is0)

Figure 16 Browse to ISO File

You will be returned to Virtual Media — Map CD/DVD screen.

6.1.3 Boot to Installation Media

1. Click on Map Device.
2. From the Virtual Console menu bar, select Next Boot.
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3. From the drop down, click Virtual CD/DVD/ISO.

Hext Boot | Virtual Media Help

Hormal Boot
PXE
BIOS Setup

Local CDIDVD
Hard Disk Drive
Virtual Floppy

v~ Virtual CD/IDVDASO
Local SD Card
Lifecycle Controller
BIOS Boot Manager
UEFI Device Path

Local Floppy/Primary Removable Media

Figure 17 Virtual CD/DVD/ISO

4. Click OK to continue.

a. Ensure that the location of the ISO you have mapped will be available through the full installation

process.

5. From the Virtual Console menu bar, select Power.
6. From the drop-down, click Power on System.
7. Or, if already on, select Power Cycle System (cold boot).

Power | Next Boot Virtual Media

Graceful Shutdown

Power On System

Power Off System

Reset System (warm boot)
Power Cycle System (cold boot)

Figure 18 Power On-System

8. After the server posts, the ESXi installer will begin to load.
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6.1.4 Install VMware ESXI

1. Inthe iDRAC Virtual Console’s Welcome screen, press Enter.

(Ezc) Cancel (Enter) Continue

Figure 19 Welcome Screen

2. Review the terms of the license agreement.
3. If you agree, press F11 to continue.

(ESC) Do not Accept (F11) Accept and Cont inue

Figure 20 End User License Agreement

4. When prompted for Disk to Install, use the cursor keys to select the desired boot device upon which to
install ESXi.

5. If the disk has been used for ESXi before, use the cursor keys to navigate to Install.

Press the Space Bar to perform a fresh install.

7. Press Enter.

o
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(XY Install

(Esc) Cancel (Enter) DK

Figure 21 ESXi Found

8. Choose the appropriate keyboard layout for your environment.
a. Inthis example we will keep the default option by pressing Enter to continue.
9. Enter the password you would like to use for the root account.
10. Re-enter the password to validate.
11. Press Enter.

Please enter a password.

(Esc) Concel (F9) Back (Enter) Cont inue

Figure 22 Enter Root Password

12. On the confirm install screen, press F11 to install VMware ESXi 6.5.

6.1.5 Complete the Installation
1. When the installation completes from the Virtual Console menu bar, select Virtual Media -> Disconnect
Virtual Media.

| virtual wedia | Help
Create Image ...
Disconnect Virtual Media

v VMware ViMvisorInstaller-6.5.0|
Map Removable Disk ...

Figure 23 Disconnect Virtual Media

2. When prompted, click Yes to confirm that you want to close the Virtual Media Session.
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3. Press Enter to reboot the server.

Renove the installation media before reboot ing.

(Enter) Reboot

Figure 24 Installation Complete

4. Wait for the installation to complete.

6.2 Configure the ESXi Management Network

1. After the server reboots, open the iDRAC Virtual Console.
2. Press F2 to log into the Direct Console User Interface (DCUI).

<F2> Customize System/View Logs

Figure 25 DCUI Login Screen
3. Enter the credentials that you created during setup, and then press Enter.

Authent icat ion Reguired

Conf i (US Default)
oo + I |
1

Passuord: [

{Enter> 0K <Esc» Cancel

Figure 26 Authentication Screen

4. After you login successfully from the System Customization screen, choose Configure Management
Network.
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System Customization

Conf igure Password
Conf igure Lockdown Mode

Conf igure Hanagement Metwork

L -

Figure 27 Configure Management Network

5. Ensure your NIC registers as connected by selecting Network Adapters from the menu.

Conf igure Hanagement Metwork

etuwork Adapters
YLAN (optional)

IPv4 Configurat ion
IPub Conf igurat ion
DHS Conf igurat ion

Custon DNS Suff ixes

Figure 28 Select Network Adapters

6. Ensure that vmnicO (and any other NIC ports that are already connected) show the status of Connected

(-..).

Hetwork Adapters

select the adapters for this host’s default manage t network

connect ion. Use tuwo or more adapters for tavlt-tolerance and
load-balancing.

Device Mame Hardware Label (MAC Address) Status

[¥] wonici HIC1 (24 :6e:96:1a:3b:60) Connected (., .3

[ 1 wenicl HIC? (24 :6e:96:1a:3b:62) Disconnected

[ 1 wnnic2 HIC3 (24:6e:96:1la:3b:64) Disconnected

[ 1 wnnic3 HIC4 (24:6e:96:1a:3b:b6b) Disconnected
D> View Details <{Space? Toggle Selected Enter> 0K <Esc? Concel

Figure 29 Network Adapters Status

7. Press the Esc key to exit the Network Adapters menu.
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NOTE: If it is not connected, check the cabling and status of the port on the switch and correct any issues.
Then, press Esc to return to the previous screen.

8. Choose VLAN (optional) from the menu, and then press Enter.
9. Enter the VLAN ID for the management network (110 in the example site survey), and then press Enter.

VLAN (optional)l

If you are unsure how to conf igure or vuse a VLAN, i

VLAN ID (1-4094, or 4095 to access all VLANs):

<Enter> 0K <{Esc>» Cancel

Figure 30 Enter VLAN ID

10. Select IPv4 Configuration, and then press Enter.

11. Using the cursor keys, choose Set static IPv4 address, and then press the Space Bar.

12. Enter the IPv4 Address, Subnet Mask, and Default Gateway obtained from the Management Host
Information section of the site survey.

13. Press Enter to confirm.

1P Conf Igurat fon

{ ) Disable IPwvd conl igurat ion For netuork
[0 Use dynanic TP s ond net cond igurat ion
(o) Set static 1P address ad network conf igurat lon:

L Y S

Default Gatewsy I 1

QUp/Down? Sclect  <Space? Mark Selected Enter? £ <{Esc) Cancel

Figure 31 IPv4 Address

14. Select DNS Configuration, and then press Enter.
15. Type the IP address of the DNS servers and the fully qualified domain name (FQDN) of the host.

DNS information can be found in the Customer Network Services information of the site survey
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DNS Conf iguration

() Obtain DNS server addresses and o hostnone autonat ical ly
(0) Use the follouing DNS server addresses and hostnane:

Alternate g g H E

Hostnone [ localhost ]

<Up/Doun> Select <Space> NMark Selected <Enter> 0K <Esc> Cancel

Figure 32 Configure DNS

16. If the environment has multiple domains, or subdomains and short names are used, add the suffixes by
selecting Custom DNS Suffixes.

17. Press the Esc key to return to the main menu.

18. Press Y to confirm changes and restart management network.

Test Management Network

Before continuing to the next section, test the management network setup.

1. Choose Test Management Network.

System Custonmization

Conf igure Password
Conf igure Lockdoun Mode

Conf igure Management Netuwork
Restart Management Network

Test Management Network
Network Restore Options

Figure 33 Test Management Network Navigation

NOTE: On the next screen you will see a summary of what will be tested. Figure 34 is from a test

deployment.
Do not change your environment to match the figure.
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Test Management MNetwork

By default, this test will attempt to ping your default gateway
and DN3S servers, and resolve your hostname.

Ping Address #0: 172.90.110. 254_
Ping Address #1: [ 172.0.1008.1

Ping Address #2: [ 17/2.0.1008.2 ]
Resolve Hostnane [ mgntl.vcse.lab 1
<Up/Doun> Select {Enter> DK <Esc> Cancel

Figure 34 Test Management Network

2. Press Enter to continue.
3. Once the test has completed, assuming the records are setup on your DNS servers, you will see results
similar to the following.

Test ing Management Metwork

You may interrupt the test at any time.

Pinging address #1 (172.90.110.254). 0K
Pinging address #2 (172.0.100.1). 0K
Pinging address #3 (172.0.100.2). 0K
Resolving hostname (ngntl.vcse.lab). 0K

<{Enter> DK

Figure 35 Test Network Results

6.4 Configure Standard Virtual Switches

This section provides the procedures necessary to configure your virtual switches for the Dell EMC Ready
Stack.

6.4.1 Prerequisites
The following is required to complete this section:

o Web Browser with Adobe Flash required for the vSphere Web Client.
¢ VLAN Assignments mapped to Virtual Switches
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6.4.2 Configure Management Servers’ Virtual Switches
To configure virtual switches on each of the management servers:

1. Connect to the ESXi host using the HTML5 host web interface (https://<hostname or IP Address>/ui), and
then log in using the host credentials you created during the installation.

User name

Password

— LLGELS S

Figure 36 VMware ESXi Login

2. If this is the first time you have logged in to the vSphere Web Console, please read the information box
and decide if you want to join VMware’s Customer Experience Improvement Program. There is a link for
more information.

3. Once decided, click OK to continue.

G Help us improve the VMware Host Client

VMware with information that enables Viiware to improve its products and
services and to fix problems. By choosing to participate in CEIF, you agree
that VMware may collecttechnical information about your use of ViMlware
products and services on a regular basis. This information does not
personally identify you. For more details about the Program, please see the
ViMware Host Client documentation.

o VMware's Customer Experience Improvement Frogram (*CEIP™) provides

[¥| Join CEIP

OK

Figure 37 CEIP Opt-in/Opt-out Screen
The Home screen displays.

4. On the left of the screen, select Navigator -> Networking.
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1% Navigator ]

* [g Host

Manage

Monitor

(51 Virtual Machines
[ storage

Figure 38 Select Networking

The context of the main window will change.

5. Click the Virtual Switches tab.

FPort groups Virtual switches Physical NICs VMEermnel MICs TCPIP stacks Firewall rules

Figure 39 Virtual Switches Tab
6. Click vSwitchO.

You will see a warning that the virtual switch has no uplink redundancy.

7. Click Add uplink.

8. Change the MTU to 9000.

9. Ensure that Uplink 2 is mapped to vmnicl.

10. Click Save.

28 Add uplink
vSwitch Mame
MTU gooo] =
Uplink 1 vmnico v
Uplink 2 vmnic1 ¥
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Figure 40 Add Uplink

11. Return to the Networking home screen by clicking on Networking in the Navigator pane.
12. To complete the network configuration for each host, create port groups for each VLAN, specifying

a. Name
b. VLANID

c.  Which vSwitch to assign each Port Group

Table 12 presents the minimum recommended configuration.

Table 12 Virtual Switch Configuration

vmnicl — active

virtual port ID

Port Group Name |VLANID | Virtual Network Load Balancing Algorithm | MTU vSwitch
Adapters

Host Management vmnicO — active Route based on originating 9000 vSwitchO
vmnicl —standby virtual port ID

vMotion vmnicO — standby | Route based on originating 9000 vSwitchO
vmnicl — active virtual port 1D

Compute VM vmnicO — active Route based on originating 9000 vSwitchO
vmnicl — active virtual port ID

Out-of-Band vmnicO — active Route based on originating 1500 vSwitchO

NOTE: It is important that VLAN IDs and Names (spelling & capitalization) match across the 3 management
servers in order to support vMotion and DRS. Also, the Compute VM port group is optional for inclusion in
management host vSwitch configuration.

13. Click the Port groups tab.
14. Click Add port group.

15. Fill in the requested information for the vMotion port group.
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NOTE: Leave Security as default.

Name

VLAN ID

Virtual switch

r Security

| viVlotion

L]

vSwitchO

Click to expand

Figure 41 Port Groups

In this example we have removed the default VM Network, as it will not be used in the example environment.
After all the Port Groups have been created, they should look similar to the example.

Name v  Activep...v
€ vMotion 0
€ Compute VM 0
€ Out-of-Band 0
g Management Network 1

VLANID v

120
210
1090
110

Type

Standard port group
Standard port group
Standard port group
Standard port group

v

vSwitch

&8 vSwitch0
&8 vSwitch0
@8 vSwitch0
&8 vSwitch0

Figure 42 Port Groups Configuration

16. Right-click on each Port Group, and then left-click Edit settings.

€3 vMotion
€3 Compute VM
€3 Out-of-Band

€3 ManagementN

@ vSAN

0

120

€3 vMotion
& Edit settings
ﬁ Remove

Figure 43 Edit Settings

17. Ensure that the values match the properties in Table 12, Virtual Switch Configuration, for every Port
Group. The example is for the vMotion Port Group.
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6.4.3

Mame

VLAN ID

Virtual switch

+ Security

~ NIC teaming

Load balancing

120

vSwitch0 ¥

Click to expand

Route hased on originating port ID A

Network failover detection Inherit from vSwitch v

Notify switches O ves ) No ® nherit from vSwitch

Failback Dves ) No ® nnerit from vSwitch

Override failover order ® vas O No

Failover order Mark active =} Move down
Mame Speed Status
W vmnicO 10000 Mbps, full duplex  Standby
= vmnict 10000 Mbps, full duplex  Active

r Traffic shaping Click to expand

Figure 44 vMotion Port Group Settings

18. Confirm settings and click “Save”.

Create vMotion Vmkernel Ports

To complete setting up the virtual standard switches, create VMkernel ports for vMotion:

1. While still in the networking section of vSphere Web Client, click the VMkernel NICs tab.

2. Click Add VMkernel NIC.

Fort groups Virtual switches

W8 Add VMkernel NIC | @ Refresh |

Physical NICs | VMEernel NICs

Figure 45 VMkernel NICs Tab
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The Add VMkernel NIC dialog displays.

¥4 Add VMkernel NIC
Port group vMotion v
MTU 4000
IF version IPv4 anly r
¥ )
= |Pvd seftings

Configuration DHCP '® Static

Address

Subnet mask
TCPAP stack Default TCPAP stack v
Services

*| yMotion Pravisioning Fault tolerance logging
Management Replication NFC replication
| Create || Cancel

Figure 46 Add VMkernel NIC Dialog

w

Select vMotion from the Port group drop-down list.
Set the MTU to 9000.
5. If using a static IP address:
a. Change the IPv4 settings Configuration radio button to Static.
b. Enter the appropriate Address and Subnet mask information into the text boxes.
6. Inthe Services field select the vMotion checkbox.
Confirm settings and Click Create.
8. Confirm all VMkernel NICs have been created and what services have been assigned to them.

»

~
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Name ~ Portgroup v  TCP/IP stack v  Services v IPvdadd.. v

8 vmkO0 Q Management Network = == Default TCP/IP stack Management 172.90.110...
B vmk1 Q vMotion == Default TCP/IP stack = vMotion 172.90.120..

Figure 47 VMkernel NICS and Services

6.5 Create Management Datastore from Unity LUN

In preparation for vCenter and other management VM deployments, create a shared datastore for the
management cluster.

1. Inthe vCenter Web Client, navigate to Hosts and Clusters, and then select the first management host.
2. Inthe right hand pane, click Storage Adapters.

[ localhost.localdomain - Storage

Datastores | Adapters | Devices

B3 Configure ISCS| M Rescan | (& Refrash |

MName

¥ vmhbal
¥ vmhbal
¥ vmhba2
¥ vmhbal

@8 vmhbad

Figure 48 Storage Adapters

3. Click Rescan.
4. Click Datastores, and then click New datastore.
5. Inthe New datastore wizard, select Create new VMFS datastore, and then click Next.
6. Inthe Select device pane, provide a name for the datastore in the Name field.
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3 New Datastore ?)
v 1 Type Name and device selection
Selecta name and a disl/LUN for provisioning the datastore.
2 Name and device selection
3 VMFS version Datastore name: |Lritj.-'_L,h,-Z]'|
4 Partition configuration
5 Readyto complete
Q -
Mame LUN Capacity Hardware Accel.. Drive Type Sectorformat  Snaps...
DGC Fibre Channel Disk (naa.6006016019d041001d. 0 1,000.00 GB = Supported HDD 512n
i 1items [ Copy~
Back Next Cancel

Figure 49 New Datastore Wizard

7. Select the LUN that was created for the management cluster in Add Cluster Hosts to the Storage Array,
and then click Next.

8. If the LUN is not visible, verify the zoning configuration on the FC switches as well as the management
host access in Unisphere.

9. Inthe VMFS version pane, select the desired VMFS version.

10. In the Partition configuration pane, adjust the Datastore Size if desired, and then click Next.

11. In the Ready to complete pane, click Finish.

NOTE: Complete sections 6.1 and 6.2 on all ESXi management hosts before proceeding to section 6.4.
Please note that the management datastore needs to be created only on one of the management hosts.

NOTE: Datastore heartbeat is a function of vSphere HA which, in the event a network issue arises, helps HA
determine whether a host has failed, is in a network partition, or is network isolated. This feature requires a
minimum of two shared datastores per cluster. A default set of datastores is selected by vCenter
automatically. It is best practice to configure at least two shared datastores per cluster.
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6.5.1

6.6

6.6.1
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Multipathing Optimization

Block storage presented to vSphere hosts from Dell EMC Unity has the native Path Selection Policy (PSP) of
round robin (RR) applied by default. While RR is the recommended PSP to apply to Dell EMC Unity block
storage, the default number of 1/0s between switching paths is 1000. By reducing this value, all paths are
more efficiently utilized.

1. The CLI command to make this change for all Dell EMC Unity LUNs on each vSphere host is:

for 1 in “esxcfg-scsidevs -c |awk '{print $1}' | grep naa.XXXX'; do esxcli
storage nmp psp roundrobin deviceconfig set --type=iops --iops=# --device=$1i;
done

Where XXXX = the first four digits of the Dell EMC Unity disk (or endpoint) devices found using:
esxcli storage nmp device list

And # = the number of desired 1/Os between the switching of paths.

2. Additionally, a claim rule can be created to automatically set this value on future LUNs mapped to the
host by executing the following command in the CLI:

esxcli storage nmp satp rule add -s "VMW SATP ALUA CX" -V "DGC" -P "VMW PSP RR"
-0 "iops=1"

Deploy VMware vCenter Server Appliance

This section describes the steps necessary to deploy the vCenter Server Appliance with Embedded Platform
Service Controller. If you wish to deploy with an External Platform Services Controller, please refer to the
appropriate documentation from VMware.

Prerequisites
Requirements include:

e VvCenter Server Appliance ISO downloaded in a location that will be available through the installation
process.
e |P address for vCenter Server Appliance
e Hostname and record created on DNS server, if required.
e vCenter datastore LUN created in section 5.6
To deploy the vCenter Virtual Appliance:

1. Open the VCSA installation I1SO. In this example we are using a Windows workstation.
a. Depending on your workstation operating system you may need to use an external utility to mount
the 1SO.
2. From the root of the ISO image, navigate to the \vcsa-ui-installer\win32\ directory.
3. Double-click the installer.exe application.
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4. On the Main Menu of the installer utility, click Install.

Install
Install a new vCenter Server Appliance or Platform Services Controller Appliance

5. Review the introduction and click Next to continue.
6. Review the End User License Agreement (EULA) carefully.
a. If you agree check | accept the terms of the license agreement.
b. Click Next to continue.
7. Select vCenter Server with an Embedded Platform Services Controller, and then click Next.

8. On the next screen, enter the appropriate information for the first management host.
9. Click “Next” after confirming the details are correct.
ESXi host or vCenter Server name [ ] i
HTTPS port 443
User name [ ] i
Password [ ]

Figure 50 vCenter Server Information

10. Verify the certificate thumbprint, and then click Yes.
11. Enter the name for the VCSA virtual machine and then create a password.

Set up appliance VM

Specify the VM settings for the appliance to be deployed.

VM name [ ] i
Root password [ ] i
Confirm root password [ ]

Figure 51 VM Name and Password

12. Click Next.
13. The deployment sizing screen provides a chart to assist in selecting the deployment size. Select the
appropriate sizes you desire for your environment and click Next.
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Select deployment size

Deployment size

Storage size

Tiny 2
Small 4
Medium 8
Large 16
X-Large 24

10
16
24
32
48

Deployment Size vCPUs Memory (GB)

Resources required for different deployment sizes

Select the deployment size for this vCenter Server with an Embedded Platform Services Controller.

For more information on deployment sizes, refer to the vSphere 6.5 documentation.

Storage (GB) Hosts (up to) VMs (up to)

250
290
425
G40
980

10
100
400
1000
2000

100
1000
4000
10000
35000

Figure 52 Deployment Size

14. Select the management datastore that was created in section 6.5, and click Next.

Name Y | Type

UnitvLUNO1 VMFS 5

Y

Capacity
648 TB

Y Freev
648 TB

Y Provisio...

825GB

Y Thin Provisioning Y

true

1items

Figure 53 Selected Datastore

15. Fill in the appropriate details on the configure network settings page, and then click Next.
16. Verify all the information displayed is correct and then click Finish.

When the VCSA installation completes you will see a message stating “You have successfully deployed the
vCenter Server with an Embedded Platform Services Controller.”

Platform Services Controller.

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

o You have successfully deployed the vCenter Server with an Embedded

Deployment complete

To proceed with stage 2 of the deployment process, appliance setup, click Continue.

Figure 54 Deployment Complete

61 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALENMC



17. Click Continue to proceed to the second stage of the deployment, Appliance Setup.

6.6.2  Appliance Setup

Complete the following steps for stage 2 of the vCenter installation.

1. Review the introduction, and then click Next to continue.
2. Select the time synchronization mode, enter the NTP server information, and then click Next.

Appliance configuration

Time synchronization mode

NTP servers (comma-separated list)

58H access

Synchronize time with NTP servers

192.168.1.3]

Disabled v

0 For vCenter Server High Availability (HA), enable SSH access.

Figure 55 NTP Information

3. Enter the SSO information requested, including SSO domain name and site name, and then click Next.

550 configuration

o

350 domain name

S50 uef name

550 password

Confim passwand

vaphere local

vCanter Sanner documentation

an extemal P2C i nol supported. For mong infermaion on

Figure 56 SSO Information

4. Review the information about VMware Customer Experience Improvement Program.

a. Choose whether or not to contribute.

b. Click Next.

5. Review the information; if it is correct, click Finish.
6. Review the warning dialog information, and then click OK.
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Warning

f,! You will not be able to pause or stop the install from completing once its
(= 3 started. Click OK to continue, or Cancel to stop the install.

OK Cancel

Figure 57 Warning Dialog

7. After the setup completes:
a. Note the URLs provided.
b. Close to exit the installer.

6.7 Add the vCenter server to Unisphere

vCenter server needs to be added to Unisphere in order for certain vSphere features such as VVols to work

properly.

1. Log into Unisphere.

2. Navigate to Access, and click VMware.

3. Click the plus sign (+) in the upper left hand corner of the right pane, to invoke the Add vCenter wizard.
4. Inthe Network Name or Address field, enter the IP address of the vCenter server. If DNS has been

configured in the environment, the hostname of the vCenter server can be used as well.

Add vCenter

o Find ESXi Hosts Discover ESXi hosts in the vCenter

\ Provider
Summary Network Mame or Address: *

mesults User Name: *

Password: *

_| | Name ESXi Host IP Address Software Version

Figure 58 Add vCenter Wizard

00

Enter credentials for the vCenter Server and click 'Find'. Select the desired ESXi hosts to be added to Unisphere.

Notes
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6.8

6.8.1
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5. Enter the administrator credentials for the vCenter server into the User Name and Password fields, and
then click Find.
6. Select the ESXi hosts to be imported to Unisphere, and then click Next.
7. On the Configure VASA Provider page:
a. Select the Register VASA Provider checkbox.
b. Enter the vCenter credentials in the User Name and Password fields.
c. Click Next.
8. Inthe Summary page:
a. Review the information provided.
b. Click Finish.

Configure Active Directory Authentication (Optional)

This section describes the optional, additional steps necessary to configure Active Directory authentication to
vCenter. The first step to configure Active Directory authentication is to join the VCSA to the domain.

Join the VCSA to the Domain

1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-
client.

2. Login as the SSO administrator (example: administrator@vsphere.local).

3. Click Administration -> Deployment -> System Configuration.

Hawigalo L
4 Back = Licansing
(& Home ] Licanses
) Heit and Chuitids » Repas
£ vk and Tersplanes »
= Solubons
B sxeage >
€ Neseting 3 Clignt Flag-ins
[l Content Lisraries » vCanter Sorvr Exdensions
| Global Imveniory Lists > = [l& ko
¥

>

Cuglomer Expariencs Im

ot Policies wnd Profies

[ EL, Admires vason

Figure 59 System Configuration Navigation

4. Click Nodes, and then click on the VCSA node.
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Navigator X

4 Back

Sysiem Conhguration
|£ Modes

[ Services

Modes

b 172B0.110.215

Figure 60 VCSA Node Selection

5. Under the Manage tab, click Settings -> Active Directory.

L 17230110215 | By [ | {ghActions -

Summary  Monitor | Manage | Related Objects

Selings | Cerfificate Authority

“ Active Directory

~« Common Donam
A
A Organizational unit
Networking

w Advanced

Firewall

Active Directory

Join... Leave

Figure 61 Active Directory Dialog

6. Click Join, and enter the requested information for your domain.

7. When done, click OK.

8. Under the context menu, right click the VCSA, and then click Reboot.

6.8.2 Complete Active Directory Authentication Configuration
When the VCSA has completed restarting, perform the following steps to finish configuring Active Directory

authentication.

1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-

client.

Click Administration -> Single Sign-On -> Configuration.
Click on the Identity Sources tab.
Click the green plus sign (+) to add an identity source.

arLDd
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6.9

66

Navigator X S50 Configuration for 172.30.110.215

= Single Sign-On
Usergand Groups

Configuration

- Licensing

4 Back Policies | Identity Sources | CArtificates  SAML Service Providers
Administration +
~ Access Confrol - 5
Name Server URL Type
Roles - - -
Global Permissions - = Local 05

Domain
vsphere. local
localos (default)

Figure 62 Identity Sources

6. On the Identity Source Type screen, select Active Directory (Integrated Windows Authentication).

%] Add identity source

WY 1 select identiy Source Type Select Identity Source Type

Depending on the identity source type different configuration options will be available.
2 Configure identity source

3 Readyto Complete (=) Active Directory {Integrated Windows Authentication)

Users will be authenticated automatically using the clientintegration plugin

") Active Directoryas an LDAP server

Users will be authenticated to Active Directory using LDAP
() OpenLDAP

Users will be authenticated using a generic LDAP server

() Local 08
Users will be authenticated using the OS of the Single Sign-On server

Figure 63 Select Identity Source Type

7. Enter the domain name, and then click OK.

Disable SSH on ESXi Hosts

Now that the setup is complete we can disable SSH access to the ESXi hosts. These steps are optional;
please refer to your organization’s security policy when deciding whether or not to leave SSH enabled.

1. Log into the VCSA web console.
2. Click Hosts and Clusters on the left navigator menu.
3. Click an ESXi host on the left, and then click the Configure tab.
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4. Click -> System -> Security Profile.

- System
Licensing
Host Profile
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings

System Resource Reservation

Security Profile

Figure 64 Security Profile Navigation

5. Scroll down to Services and then click Edit.

Semvices

MName Daemon
Direct Console Ul Running
ESXi Shell Running
S5H Running

Refresh

Edit...

Figure 65 Services

On the Edit Security Profile screen, select SSH then click Stop.

@ mgmt0iesx01.vcse.lab: Edit Security Profile

G »

To provide access to a service or client, check the corresponding box
By default, daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed

Name

Daemon

Direct Console Ul Running
ESXi Shell Running
S5H Stopped
Load-Based Teaming Daemon Running
Active Directory Service Running
NTP Daemon Running

~ Service Details  Stopped
Status Stopped
Start

Note: Action will take place immediately

Startup Policy ‘ Start and stop manually | -‘|

Start and stop manually

Figure 66 Edit Security Profile

6. On the confirmation screen, click Yes.
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7. Change the Startup Policy to Start and stop manually.
8. Click OK.

6.10 vSphere Management Cluster Setup Checklist

The following should now be complete:

ESXi Installed on Management servers

Created standard virtual switches

Deployed VMware vCenter Server Appliance
Configured Active Directory authentication (optional)

DRI NN
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7 Configure the Management Cluster

This section will cover the steps necessary to complete setting up the management cluster. The following
topics will be covered:

e Creating virtual datacenter and cluster
¢ Joining hosts to management cluster
e Configuring vSphere DRS and HA

NOTE: This chapter uses the information from the Management Cluster section of the site survey.

Table 13  Management Cluster Site Survey Information

Management Cluster

vSphere Cluster Information

Virtual Datacenter Name | Site A Management Cluster MgmtPod
Name

Cluster Hosts Mgmt01, Mgmt02

7.1 Create Datacenter and Cluster Containers

Perform the following steps to create the datacenter and cluster containers inside vSphere.

1. Open a web browser and navigate to the vSphere Web Client, at https://<VCSA FQDN or IP>/vsphere-

client.
2. Log in with an account that has administrator privileges.
3. Onthe Home screen, navigate to Hosts and Clusters.

On the left hand Navigator menu, right-click the top level VCSA object, and then click New Datacenter.

Navigator X | 417230110215 | 7

4 Back |Getting... Summary

Actions - 172.30.110.215 1
MNew Datacenter...

Figure 67 New Datacenter Navigation

4. Enter the name for the datacenter, and then click OK.
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5. Right-click on the new virtual datacenter object that appeared in the Navigator menu, and then click

New Cluster.
%J New Cluster 2]
Mame Managment
Location Datacenter
~ DRS [ Turn ON

Automation Level -
Partially automated | ~

Migration Threshold Conservative ——— Aggressive
- vSphere HA [] Tum oM
Host Monitoring [w] Enable host monitoring
Admission Control [] Enable admission control
» VM Monitoring
VM Monitoring Status e .

Owerrides for individual Vs can be setfrom the Wi
Overrides page from Manage Settings area.

» EVC Disable M
VSAN [ Tum oM

oK Cancel

Figure 68 New Cluster

6. Enter the cluster name.
7. Enable DRS and HA by selecting the appropriate Turn ON checkbox next to each item. Admission

Control should be Disabled for a two node management cluster.
8. Click OK to complete creating the cluster.

NOTE: Datastore heartbeat is a function of vSphere HA (which, in the event a network issue arises, helps
HA determine whether a host has failed), is in a network partition, or is network isolated. This feature
requires a minimum of two shared datastores per cluster. A default set of datastores is selected by vCenter
automatically. To change heartbeat settings within the vSphere Web Client, go to Hosts and Clusters ->
Cluster_Name -> Configure -> vSphere Availability -> Edit -> Heartbeat Datastores.
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7.2 Add ESXi Hosts to Cluster

The next step is to add the three management hosts to the newly created management cluster.

NOTE: Perform these steps on the management server that is running the VCSA first, and then repeat for
the remaining hosts.

1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-
client.

2. Log in with an account that has administrator privileges.

3. Onthe Home screen, navigate to Hosts and Clusters.

4. Right-click the management cluster object, and then select Add host.

- [F172.30.110.215

» B MomtPod |
I [J Actions - MgmtPod

“E Add Host...

Figure 69 Add Host Navigation

5. Enter the appropriate DNS name or IP address for the first management host.
6. Complete the remainder of the Add Host wizard by entering the username root and the ESXi host
password.

Add Host

1 Name and location Enter the name or IP address of the hostto add to vCenter Server.

Hostname or IP address: Imgmt01.vcse.lah|

Location: [P mgmtPod

Type: - i ]

Figure 70 Add Host Wizard

7. Wait for the first host to finish adding and configuring HA before adding the remaining hosts.
8. Repeat this procedure for the remaining hosts.

NOTE: You may receive any or all of the cluster-level alerts inside vCenter. These alarms and alerts can be
‘Reset to Green’ during the setup process. A health check will be conducted at the end of the setup.
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Object
Management
Management
Management
Management
Management
Management

Management

Severity

@ Critical
© Critical
© Critical
A\ Warning
A\ Warning
A\ Warning
A\ Warning

Name

Virtual SAN Health Alarm Virtual SAN HCL DB up-to-date’
Virtual SAN Health Service Alarm for Overall Health Summary
Virtual SAN Health Alarm "Virtual SAN HCL health’

Virtual SAN Health Alarm 'Confroller Release Support

Virtual SAN Health Alarm "Stats DB object’

Virtual SAN Health Alarm ‘Controller Driver'

Virtual SAN Health Alarm Virtual SAN Performance Service health’

Triggered

6/3/2017 4:13 PM
6/3/2017 413 PM
6/3/2017 413 PM
6/3/2017 413 PM
6/3/2017 413 PM
6/3/2017 413 PM
6/3/2017 413 PM

Figure 71

vCenter Cluster-level Alerts

7.3 Management Cluster Configuration Checklist

Upon completing the above sections the following items should be completed:

v' Creating a virtual datacenter and cluster for the management cluster
v'Joining ESXi management hosts to the management cluster in vCenter
v' Configuring vSphere DRS and HA for the management cluster
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8 Deploy Compute Cluster

This section will cover the steps necessary to deploy the compute server infrastructure.

8.1 Prerequisites

The following is required to complete this section of the deployment guide;

e iDRAC IP Addresses or FQDN

e iDRAC Credentials

e IDRAC Enterprise License applied on all nodes

e Dell customized ESXi (6.5) image. Instructions for downloading can be found here. Make a note of
the image location on your system as you will need it when mounting virtual media.

e Host names, Management vLAN ID, IP address information.

e Credentials for vSphere.

e Static IP addresses for each of the management servers

e (Optional) Records for hostnames added to DNS Server

NOTE: Instructions for setting up the Dell iDRAC including configuring the IP address can be found in the
User Guide located here.

8.2 Install VMware ESXi on Compute Hosts

Perform the following steps to install VMware ESXi on each of the servers that will be part of the compute
cluster. These steps can be performed remotely through the iDRAC web interface or locally.

NOTE: This guide describes the steps to perform the installation remotely.

8.2.1  Configure BIOS Settings and Connect to the IDRAC
1. Apply the BIOS settings profile optimized for maximum virtualization performance.
a. Connectto the iDRAC IP address of one of the compute hosts by using an SSH client (e.qg.,
PUTTY).
Log in with the appropriate credentials. By default these are user: root password: calvin.
At the /adminl-> prompt, type racadm set bios.sysprofilesettings.WorkloadProfile
VtOptimizedProfile, and then press Enter.

ings.WorkloadProfile 7 timizedProfile

ct wvalue and the

d. You must create a job in order for the change to be processed. To create a job, type racadm
jobqueue create BIOS.Setup.1-1 and press Enter.
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H
w]

Commit J = JID
e. Reboot the compute host.

f. Repeat 1.a through 1.e for all remaining compute hosts.

NOTE: The result achieved in step 1 can be completed through other means (like remote racadm). The
process documented in this guide should generally be the quickest approach for most environments.

2. Using a web browser navigate to the iDRAC web interface at https://<iDRAC Address>.
3. Log in with the appropriate credentials. By default they are:

- User: root

- Password: calvin

4. Next to the Virtual Console Preview, click Launch to open the remote console, ensuring that you enable
pop-ups support in your chosen browser for each iDRAC.

# Dashboard A System = Storage [ contiguration Maimenance ©. DRAC Settings m ’
Dashboard

FYSETE— [ [re—

& system Health #d System Information & Yirtual Console

Figure 72 Virtual Console Preview

5. Once connected to the Virtual Console, attach the virtual media by:
a. Navigating to the Virtual Media menu
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6. Clicking Connect Virtual Media

E Power Mext Boot | Virtual Media

sols  Power Next Boot | Virtual Media

Create Image...

Disconnect Virtual Media

Map CO/OVD ...
Map Removable Disk ...

Figure 73 Connect Virtual Media

7. After the Virtual Media is connected, mount the VMware ESXi 6.5 Dell ISO image by Clicking Virtual
Media again.
8. Select “Map CD/DVD”.

Figure 74 Map CD/DVD

9. Click Browse to specify the location of the VMware ESXi 6.5 Dell Customized 1SO.
10. Once you have selected the Dell Customized ISO, click Open.

IMPORTANT: This location must be available through the ESX:i install on all servers.

4| Il | | »

File Name: [lstaller—s.s.o.updatem—7388607.x86_64—DelIEMC_Customized—AOS.iso|

Files of Type: IDisk iso file (*.is0) | v I

[_oven || cancel |

Figure 75 Select ISO
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You will be returned to Virtual Media — Map CD/DVD screen.

11. Click on Map Device.
12. From the Virtual Console menu bar, select Next Boot.

From the drop-down, click Virtual CD/DVD/ISO.

Next Boot | Virtual Media Help
Normal Boot
PXE
BIOS Setup
Local Floppy/Primary Removable Media
Local CDIDVD
Hard Disk Drive
Virtual Floppy
v Virtual CD/IDVDISO

Figure 76 Next Boot Dialog

13. Click OK to continue, and to ensure that the location of the ISO you have mapped will be available
throughout the full installation process.

8.2.2 Boot to Installation Media

1. From the Virtual Console menu bar, select Power, and then click Power on System.

Or, if already on, click Power Cycle System (cold boot)

Power | Next Boot Virtual Media

Graceful Shutdown

Power On System

Power Off System

Reset System (warm boot)
Power Cycle System (cold boot)

Figure 77 Power Dialog

2. After the server posts, the ESXi installer will begin to load.
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8.2.3 Install VMware ESXI

1. Onthe iDRAC Virtual Console’s, Welcome screen, press Enter.

(Esc) Cancel (Enter) Continue

Figure 78 Welcome Dialog

2. After reviewing the terms of the license agreement, and if you agree, press F11 to continue.

(ESC) Do not Accept (F11) Accept and Cont inue

Figure 79 EULA

3. When prompted for Disk to Install, use the cursor keys to select the desired boot device upon which to
install ESXi.
4. If the disk has been used for ESXi before:
a. Use the cursor keys to navigate to Install.
b. Press the Space Bar to perform a fresh install.
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c. Press Enter.

(X) Install

{Esc) Cancel (Enter) DK

Figure 80 Install ESXi

5. Choose the appropriate keyboard layout for your environment. In this example we will keep the default
option.
a. Press Enter to continue.
6. Enter the password you would like to use for the root account.
a. Confirm the password.
b. Press Enter.

Pleaze enter a password.

(E=sc) Cancel (F9) Bock (Enter) Cont inue

Figure 81 Enter Root Password

7. On the confirm install screen, press F11 to install VMware ESXi 6.5.

8. When the installation completes:
a. From the Virtual Console meu bar, select Virtual Media -> Disconnect Virtual Media.
b. When prompted, click Yes to confirm you want to close the Virtual Media Session.

| virtuaiedia | e

Create Image ...

Disconnect Virtual Media

v VMware VMvisor-Installer-6.5.0
Map Removable Disk ...

Figure 82 Disconnect Virtual Media
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9. Press Enter to reboot the server

Remove the installation media before reboot ing.

(Enter) Reboot

Figure 83 Installation Complete

8.2.4  Configure ESXi Management Network

1. After the server reboots, from iDRAC Virtual Console, press F2 to login to the Direct Console User
Interface (DCUI).

<F2% Customize System/View Logs

Figure 84 DCUI Login

2. Enter the credentials that you created during setup and press Enter.

Avthent icat ion Reguired

Conf | (US Default)
TN T T S oot M
[ 1

Password:

{Enter> 0K <Esc’> Cancel

Figure 85 Authentication Credentials

3. After you log in successfully from the System Customization screen, choose Configure Management
Network.

System Custonization

Conf igure Password
Conf igure Lockdown Mode

Conf igure MHanagement MHetwork

L F——

79 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DALENIC



Figure 86 Configure Management Network

4. Ensure your NIC registers as connected:
a. Select Network Adapters from the menu.

Conf igure Hanogement Network

etwork Adapters
YLAN (optionall

[Pv4 Conf igurat ion
IPvE Conf iguration
DNS Conf igurat ion

Custom DNS Suff ixes

Figure 87 Network Adapters

b. Ensure that vmnicO (and any other NIC ports that are already connected) show a status of
“Connected (...)".

Network Adapters

Select the -|l:|||[lrl:l'-. for this host’s default r|.'|r|.'u_|r:||r:|'|1 netuork
connection. Use tuo or more adapters Tor favlt-tolerance and

load-balancing.
Device Mame Hardwore Label (MAC Address) Status
[¥] vnnich HIC1 (24:6e:96:1la:3b:60) Connected (...)
[ 1 vanicl HICZ? (24:6e:96:1a:3b:62) Disconnected
[ 1 vnnic2 HIC3 (24:6e:96:1a:3b:b4) Disconnected
[ 1 vanic3 HIC4 (24:6e:96:1la:3b:66) Disconnected
D> View Details (Space? Togogle S5elected {Enter? (K <Esc} Cancel

Figure 88 Management VLAN Status

NOTE: If it is not connected, check the cabling and status of the port on the switch and correct any issues.
Press Esc to return to the previous screen.

c. Press the Esc key to exit the Network Adapters menu.
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5. Choose VLAN (optional) from the menu, press Enter. Enter the VLAN ID for the management network

(110 in the example site survey) and press Enter.

VLAN Coptionall

If you are unsure how to conf igure or use

VLAN ID (1-4094,. or 4095 to access all VLANs):

<Enter> 0K <Esc» Cancel

Figure 89 Management VLAN Name

6. Select IPv4 Configuration, and then press Enter.
7. Press the Space Bar to choose Set static IPv4 address.

8. Enter the IP Address, Subnet Mask and Default Gateway obtained from the Compute Host Information

section of the site survey.
9. Press Enter to confirm.

IPv4 Conf igurat ion

Thi= t con obtain network settings automat ically if your network
DHCP server. IFf it does not. the following settings mnust be

) Disable IPv4 configuration for management network
) Use dynamic IPu4 address and network conf iguration
)

o) Set static IPv4 address and network configuration:

1Pv4 Address

Default Gateway 3 1
<Up/Doun> Select <(Space? Mark Selected Enter> 0K <Esc> Cancel

Figure 90 IPV4 Configuration

10. Select DNS Configuration, and then press Enter.
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11. Type the DNS server’s IP address and the host’s fully qualified domain name (FQDN). DNS
information can be found in the Customer Network Services information of the site survey.

DNS Conf iguration

t can only obtain DNS set

IP conf iguration avtonatically.

( ) Dbtain DNS server addresses and a hostnane autonatically
(o) Use the following DNS server addresses and hostname:

Alternate DNS Server [ 1
Hostname [ localhost 1
<{Up/Doun> Select <Space> Mark Selected <{Enter> OK <Esc> Cancel

Figure 91 DNS Configuration

12. If the environment has multiple domains, or subdomains and short names are used, add the Custom
DNS Suffixes.

13. Press Esc to return to the main menu.

14. Press Y to confirm changes and restart the management network.

Conf igure Hanagenent Network: Confirm

etuork o
. affect running v
Coase £l 2 or disabled thi:
== tart your 45 |

fipply changes and restart managenent network?

<¥> Yes N> Ho «Esc? Cancel

Figure 92 Confirm Management Network

8.2.5 Test Management Network
Before continuing to the next section, test the management network setup.

1. Choose Test Management Network.

NOTE: On the next screen you will see a summary of what will be tested. Figure 93 is from a test
deployment. Do not change your environment to match the figure.
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8.3

83

Test Hanagement Network

By default, this test will attempt to ping your default gateway
and DN5 servers, and resolve your hostname.

Ping Address #0: (1 72.90. .

Ping Address #1: [ 172.8.100.1

Ping Address #2: [ 1v2.0.100.2 1
Resolve Hostname [ mgntl._vcse.lab 1
<Up/Doun> Select {Enter> OK <Esc> Cancel

Figure 93 Test Management Network

2. Once the test has completed, assuming the records are setup on your DNS servers, you will see results

similar to the following.

Testing Management Network

You may interrupt the test at any time.

Pinging address #1 (172.90.1108.254). 0K.
Pinging address #2 (172.0.100.1). 0K.
Pinging address #3 (172.0.100.2). 0K.
Resolving hostname (mgmtl.vcse.lab). 0K.

{Enter> OK

Figure 94 Testing Management Network

Adding ESXi Hosts to vCenter

The next step is to add the hosts to vCenter.

NOTE: Perform these steps on each of the servers that will be part of the compute cluster.

1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-

client.
2. Log in with an account that has administrator privileges.
3. Onthe home screen, navigate to Hosts and Clusters.
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4. Right-click the datacenter object, and then select Add host.
v [ mgmtd1ved1.vese.lab H
b F'rimarg,'

| [E5 Actions - Primar
“@ Add Host...

‘ﬁj Mew Cluster.

Figure 95 Add Host

5. Enter the appropriate DNS name or IP for the first compute host.
6. Complete the remainder of the add host wizard.
] Add Host (Z) »
Enter the name or IP address ofthe host to add to vCenter Server.
2 Connection setiings Host name or IP address: Icnmpm vese lab I
3 Hostsummary Location: Primary
4 Wl location
5 Ready to complete ki - ©
Figure 96 Compute Host Name and Location
7. Repeat steps 3-6 for each host.
8.4 Create and Configure Virtual Distributed Switch
The Dell EMC Ready Stack uses virtual distributed switches (vDS) in the compute cluster. vDS allows a
single vSwitch configuration to be used by multiple hosts.
8.4.1 Create the vDS
To create the vDS:
1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-
client.
2. Log in with an account that has administrator privileges.
3. On the home screen click Networking.
4. Right-click the datacenter object, and then select Distributed Switch -> New Distributed Switch.
Distributed Switch Z= New Distributed Switch. ..
Mew Virtual Machine b ’@‘n Impaort Distributed Switch...
Figure 97 New Distributed Switch
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5. Enter a Name for your vDS, and then click Next.

%= New Distributed Switch ) »

1 Name and locafion Name and location
Specify distributed switch name and location.

2 Selectversion

3 Editsetiings Name:  [DSwitcho1 |

4 Readyto complete

Location: Frimary

Figure 98 vDS Name and Location

6. Ensure that Distributed switch: 6.5.0 is selected, and then click Next.

#= New Distributed Switch (3)
+ 1 Name and location Selectversion
Specify a distributed switch version.
2 Selectversion
3 Editsettings (=) Distributed switch: 6.5.0

This version is compatible with VMware ESXi version 6.5 and later. The following new features

4 Ready to complete ) -
y'o comp are available: Port Mirroring Enhancements.

Figure 99 Select Version

7. Set the number of uplinks to 2.

8. Choose to Enable Network I/O Control.

9. Do not create a default port group.

10. Click Next, and then Finish, to create the vDS.

= New Distributed Switch

Edit setlings

+ 1 Name and location
Specify number of uplink ports, resource allocation and default port group

« 2 Selectversion

3 Edit setiings e
Number of uplinks =

4 Readyto complete R
Network I/ Control: | Enabled [ -]

Default port group: [[] Create a default port group

Figure 100 Edit Settings
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11. Right-click the vDS and select “Edit Settings” under the “Settings” menu.

[ =oswicioi | —

&= Actions - DSwitch01 |

Distributed Port Group i
r Notes

[z Addand Manage Hosts.. L

g2 Migrate VMs to Another Network. .
Upgrade »
Seftings » | ga Edit Settings..
Move To._ | Edit Private VLAN...
Rename. Edit MetFlow...

Figure 101 Select vDS

12. Under Advanced, set the MTU to 9000, and then click OK.

@ DSwitch01 - Edit Settings (?)
S — MTU (Bytes): =
m Multicast filtering mode: | Basic | - |
Discovery protocol
Type: | Link Layer Discovery Protocol | = |
Operation: [ Listen |+ |

Administrator contact

Name: |

Other details: |

Figure 102 Advanced Settings

8.4.2 Create Port Groups

The next step is to create the necessary port groups on the vDS. At a minimum, port groups for Management
and vMotion are required. For each port group perform the following steps:

1. Right-click the vDS, and select Distributed Port Group -> New Distributed Port Group.
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2. Enter a Name for the port group (example: MgmtVL110), and then click Next.

%2 New Distributed Port Group

1 Select name and location Selectname and location

Select port group name and d

2 Configure seftings

3 Readyto complete Name: Mgmt'n.fL11[]|

Location: = DSwitch01

Figure 103 Select Name and Location

3. Fortagged VLANs choose VLAN from the drop-down next to the VLAN type field.
4. Enter the appropriate VLAN ID.

2, New Distributed Port Group

+ 1 Selectname and location Configure settings
Setgeneral properties of the new port group.
3 Configure policies
Port binding: | static binding ‘ v |
3a Security . §
Port allocation: | Elastic [~

@ Elastic port groups automatically inc)

Number of ports 8 Ej
Metwork resource pool: | (defaurt) ‘ v |
4 Editadditional seffings VLAN
5 Ready to complete VLAN type |\4‘LAN7|Y|
VLAN ID: 110 =]
Advanced

[ Customize default policies configuration

Figure 104 Configure VLAN Settings

5. Select the Customize default policies configuration checkbox, and then click Next.
6. Review the security policies and traffic shaping options; click Next on each to proceed.
7. Setthe Load balancing drop-down option to Route based on originating virtual port.
8. Ensure Uplink 1 and Uplink 2 are both active.
9. Click Next.
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General Load balancing: [ Route based on originating virtual port | » ]

Advanced

Metwork failure detection: | Link status only | . |
— Maotify switches: | Yas | - |
Trameshaping Failback: | Yes | . |
VLAN - J
Failover order
Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous Uplink 1

Uplink 2

Standby uplinks
Unused uplinks

Figure 105 Teaming and Failover

10. Click Next to proceed through the remaining menus.
11. Click the Finish button when it becomes active.

%2 New Distributed Port Group () W
+ 1 Selectname and location Ready to complete
Review the changes before proceeding.

" 2 Configure setiings

3 Configure policies Distributed port group name: MgmtVL110
v 3a Security Port binding: Static binding
v 3b Traffic shaping Number of ports: 8

) ) Port allocation: Elastic

v 3¢ Teaming and failover Metwork resource pool: (default)
v 3d Monitoring VLAN ID: 110
v e Miscellaneous
+/ 4 Editadditional setlings

5 Readyio complete
- »

Back Finish Cancel

Figure 106 Ready to Complete

12. Repeat these steps for each distributed port group.
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8.5 Configure Host Networking

Configuring host networking consists of the following procedures:

¢ Joining the compute cluster hosts to the virtual distributed switch (vDS)
¢ Migrating the existing networking
e Configuring new VMkernel ports for vMotion

85.1 Add Hosts to the vDS

To add the hosts to the virtual distributed switch:

Log into the vCenter web client at https://<vCenter Address>/vsphere-client.

On the Home screen, click the Networking icon.

Right-click the vDS for management traffic, and then click Add and Manage Hosts.
Ensure that Add hosts is selected, and then click Next.

PowbdE

[» Add and Manage Hosts

1 Selectiask Selecttask

Select a task to perform on this distributed switch.

2 Selecthosts

3 Selectnetwork adapter tasks (=) Add hosts

. Manage physical network Add new hosts to this distributed switch.
adapters () Manage host networking
- Manage VMkemel network Manage netwaorking of hosts attached to this distributed switch.
“ adapters .
o ) (_) Remove hosts
6 Analyze impact Remove hosts from this distributed switch.
7 Readyto complete

Figure 107 Select Task

5. Click == Mew hosts jcon, and select the hosts to add.

Select new hosts

O Incompatible Hosts

Host Host State

¥ [ compoiesx0iveselab Connected
¥ [ comp0iesx02vcselab Connected
¥ [ compdiesx03.veselab Connected

Figure 108 Select New Hosts

6. Click OK, and then click Next.
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7. Ensure that “Manage Physical Adapters” and “Manage VMkernel Adapters” are selected, and then

click “Next”

[ Add and Manage Hosts

Select network adapter tasks
Select the network adapter tasks to perform.

« 1 Selecttask
+/ 2 Selecthosts

3 Select network adapier tasks [¥] Manage physical adapters

4 Manage physical network Add physical network adapters fo the distributed switch, assign them to uplinks, or remove
ad 5 existing ones

ge VWkemel network
5

[/] Manage VMkemel adapters
. Add or migrate VMkernel network adapters to this distributed switch, assign them to distribu
6 Analyze impact port groups, configure VMkernel adapter settings, or remove existing ones

Figure 109 Select Network Adapter Tasks

8. Select a host vmnicl, and then click Assign Uplink.

9. Select Uplink 2 and then click OK.

10. Repeat steps 8-9 for each host and then click Next.

11. Select the first vmkO that appears, and then click Assign Port Group.
12. Select the management traffic port group.

Assign destination port group

Show all columns

Name

% MgmtVL110

Figure 110 Assign Destination Port Group

13. Repeat steps 11-12 for each additional vmkO.

14. Select a host, and then click <k New adapter to add a vmkernel port for vMotion.
15. Click Select an existing network, and then browse to select the vMotion port group.

16. Click OK, and then click Next.

@ compO1esx01.vcse.lab - Add Networking

1 Selecttarget device Select target device

Select a target device for the new connection.
2 Connection seftings

2a Port properties (=) Selectan existing network

2b IPv4 settings Browse...

3 Readyto complete
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Figure 111 Select Target Device

17. On the Port Group Properties screen, check the vMotion Traffic checkbox, and then click Next.
18. Select Use Static IPv4 settings, and then enter the appropriate information into the text boxes:

a. IPv4 address

b. Subnet mask

c. Default gateway

d. DNS server addresses
19. Click Next, and then click Finish.

E| compOiesx01.vcse.lab - Add Networking

+ 1 Selectiarget device IPv4 setiings

Specify ViMkernel IPv4 settings.
2 Connection setiings

v 2a Fortproperfies () Obtain IPv4 settings automatically

2b IPv4 setlings (*) Use static IPv4 seftings

3 Readyto complete

IPv4 address: 172 . 90 120 . 4
Subnet mask: 255 255 .255 . 0
Default gateway: [] Owverride default gateway for this adapter
DNS server addresses: 172.0.100.1
172.0.100.2

Figure 112 IPV4 Settings

20. Select the new vmkernel adapter, and then click Edit adapter.
21. Click NIC Settings on the left, change the MTU value to 9000, and then click OK.

vmk - Edit Settings

Port properties MTU: |W$|
-
IPvd setiings
IPvE setiings

Figure 113 NIC Settings

22. Repeat steps 8-21 for each host being added to the vDS
23. Click Next.
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Ensure that all hosts return No impact.

[» Add and Manage Hosts

v 1 Selecttask Analyze impact
Review the impact this configuration change might have on some network dependent senices.
v 2 Selecthosts
+" 3 Select network adapter tasks Overallimpactstatus: @ No impact
v o4 Manage VMMkemel network

adapters Host [ Impact Analysis per Service 1 4| Status
+ [ comp0iesx0ivcselab
6 Readyto complete S @ Moimpact
~ [ comp0iesx02vcselab
iSCSI & Moimpact
- @ comp01esx03.vcselab
iSCSI @ Mo impact

Figure 114 Analyze Impact

24. Click Next and then click Finish.

8.5.2  Migrate Networking
After the hosts have been added to the vDS and vmkernel ports migrated, vmnicO can be migrated over to the
management traffic vDS. While still in the wizard, perform the following steps:

1. Right-click the vDS for management traffic, and then click Add and Manage Hosts.
2. Select Manage Host Networking, and then click Next.

[Z: Add and Manage Hosts

1 Selectiask Selecttask

Selectataskto perform on this distributed switch.

2 Selecthosts

3 Selectnetwork adapter tasks () Add hosts

Manage physical network Add new hosts to this distributed switch.

adapters (+) Manage host networking
= Manage VMkemel network Manage networking of hosts attached to this distributed switch.
~ adapters -
o } () Remove hosts
6 Analyze impact Remove hosts from this distributed switch.
7 Readyto complete

Figure 115 Select Task

Click = Attached hosts. and then select all hosts attached to the vDS.

4. Select the Configure identical networking settings checkbox, located at the bottom of the wizard, and
then click Next.

5. Select any host to use for template mode, and then click Next.

w
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6. Ensure that only Manage physical adapters is selected, and then click Next.

[» Addand Manage Hosts

« 1 Selectiask Selectnetwork adapter tasks

w2 Selecthosts

Manage physical network

6 Analyze impact

7 Readyto complete
[] Migrate virtual machine networking

switch.

Select the network adapter tasks to perform.

~ 3 Selecttemplate host [¥/] Manage physical adapters (emplate mode)
4 Selectnetwork adapier tasks Add physical network adapters to the distributed switch, assign them to uplinks, or remove
existing ones.

adapters (template mode) [] Manage VMkemel adapters {template mode)
Add VMkernel network adapters to this distributed switch, migrate them from other switches,
assign them to distributed port groups, configure their settings, or remove existing ones.

Migrate VM network adapters by assigning them to distributed port groups on the distributed

Figure 116 Select Network Adapter Tasks

7. Select vmnicO on the top half of the wizard, and then click Assign Uplink.

Select ‘Uplink 1’ and click “OK”.

Select an Uplink for vmnic0

Uplink Assigned Adapter
uplink2 vmnici
uplink3 -
uplink4 -

(Auto-assign)

Figure 117 Assign Uplink

8. Inthe middle of the wizard, click Apply to all, and then click Next.

'. Applyto all w™ Resetall

e Apply the physical metwork adapter assignments on this switch for the template host to all hosts.

Figure 118 Assign to All
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Ensure that all hosts return No Impact.

[[Z» Add and Manage Hosts

v 1 Selecttask Analyze impact
Review the impact this configuration change might have on some network dependent senices
~ 2 Selecthosts
+ 3 Selectnetwork adapter asks Overallimpactstatus: @ Mo impact
v

Manage VMkemel network

adapters Host / Impact Analysis per Service 1a Status
Y i - [§ comp0iesx01vese lab
iISCsl & Noimpact
6 Readyto complete
- E comp01esx02 vcse.lab
iSCsl & MNoimpact
~ [§ comp0iesx03.veselab
iscs @ Noimpact

Figure 119 Analyze Impact

9. Click Next, and then then click Finish.

8.6 Creating Compute Cluster

With the hosts joined to vCenter and connected to the appropriate virtual distributed switches the
configuration is ready to be joined to a cluster. This section describes the steps to:

e Create the vCenter cluster object with DRS and HA enabled

e Moving the hosts to the cluster. Refer to the section on Management Cluster Setup if screenshots are
necessary.

8.6.1 Create vCenter Cluster Object

1. Open a web browser and navigate to the vSphere Web Client at https://<VCSA FQDN or IP>/vsphere-
client.

Log in with an account that has administrator privileges.

On the home screen, navigate to Hosts and Clusters.

In the Navigator menu, right-click on the virtual datacenter object, and then click New Cluster.
Enter a name for the cluster (example: Compute01).

Enable DRS and HA by selecting the appropriate Turn ON checkbox next to each item.

Click OK to complete creating the cluster.

Nookrwbd

NOTE: Datastore heartbeat is a function of vSphere HA which, in the event a network issue arises, helps HA
determine whether a host has failed, is in a network partition, or is network isolated. This feature requires a
minimum of two shared datastores per cluster. A default set of datastores is selected by vCenter
automatically. To change heartbeat settings within the vSphere Web Client, go to Hosts and Clusters >
Cluster_Name > Configure > vSphere Availability > Edit > Heartbeat Datastores.
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8.6.2 Move Hosts to the Cluster

After the cluster has been created the compute hosts are moved into the cluster by performing the following
steps:

1. On the left pane displaying the host and cluster objects, select the first compute host.
2. Left-click the host, and hold the mouse button down.

3. Drag the host over the cluster object, and release the mouse.

4. After HA configuration completes for the first host, repeat step 3 for the remaining hosts.

8.7 Multipathing Optimization

Block storage presented to vSphere hosts from Dell EMC Unity has the native Path Selection Policy (PSP) of
round robin (RR) applied by default. While RR is the recommended PSP to apply to Dell EMC Unity block
storage, the default number of 1/0s between switching paths is 1000. By reducing this value, all paths are
more efficiently utilized.

1. The CLI command to make this change for all Dell EMC Unity LUNs on each vSphere host is:

for 1 in “esxcfg-scsidevs -c |awk '{print $1}' | grep naa.XXXX'; do esxcli
storage nmp psp roundrobin deviceconfig set --type=iops --iops=# --device=$i;
done

Where XXXX = the first four digits of the Dell EMC Unity disk (or endpoint) devices found using:
esxcli storage nmp device list
And # = the number of desired 1/Os between the switching of paths.

2. Additionally, a claim rule can be created to automatically set this value on future LUNs mapped to the
host by executing the following command in the CLI:

esxcli storage nmp satp rule add -s "VMW SATP ALUA CX" -V "DGC" -P "VMW PSP RR"
-0 "iops=1"

8.8 Compute Cluster Configuration Checklist

Upon completing the sections above, the following items should be completed:

v VMware ESXi installed on compute hosts and added to vCenter
v Virtual Distributed Switch created and compute Networking configured in vCenter
v" ESXi compute hosts joined to compute cluster in vCenter

95 Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALLEN



9 Deploy Software Components

The Dell EMC Ready Stack includes OpenManage Integration for VMware vCenter, Dell EMC Virtual Storage
Integrator, Avamar Virtual Edition, and Data Domain Virtual Edition in order to integrate the management of
the Dell EMC hardware components into VMware vSphere. This section will describe the steps necessary to
deploy these software applications. Additional steps are provided as examples for configuring the
applications; however, Dell EMC recommends that you consult individual product documentation for a
detailed set of instructions and to review advanced configuration options.

9.1 Deploy and Configure OpenManage Integration for VMware vCenter

The OpenManage Integration for VMware vCenter (OMIVV) is designed to streamline the management
processes in your data center environment by enabling you to use VMware vCenter to manage your entire
server infrastructure - both physical and virtual.

9.1.1 Prerequisites
Ensure your licenses are downloaded and ready to go. The license file format is XML.

You must have adequate system resources available for the OMIVV appliance VM, based on the number of
managed nodes. See Table 14 below.

Table 14  Suggested System Resources

Deployment Number of Managed Number of Memory (in Minimum
Size Nodes vCPUs GB) Storage
Small Up to 250 2 8 44 GB
Medium Up to 500 4 16 44 GB
Large Up to 1000 8 32 44 GB

Ensure that:

e You use reservations (see vSphere documentation) to ensure that necessary memory resources are
available to the OMIVV appliance VM
e The OMIVV appliance should have network access to iDRACS, hosts, and vCenter.
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9.1.2

9.12.1

9.1.2.2

97

Deploy OpenManage Integration
Execute the following procedures to deploy OpenManage Integration to your data center environment.

Download the Zip File
1. Download the DellEMC_OpenManage_Integration_<version number>.<build number>.zip file from
the Dell support website at www.dell.com/support.
2. Navigate to the location where you have downloaded the file.
a. Extract its contents.

Deploy the Open Virtualization Format (OVF) File
To deploy the Open Virtualization Format (OVF) file that contains the OMIVV appliance by using the vSphere
web client:

1. Locate the OMIVV virtual disk that you downloaded and extracted.

2. RunDell OpenManage Integration.exe from a Windows client (Win7 SP1 or later) or a Windows
server (2008 R2 or later).

3. Accept the EULA, and save the .OVF file.

4. Select a host from the VMware vSphere Web Client, and then in the main menu click Actions > Deploy

OVF Template (or right-click Host and select Deploy OVF Template).

From the Deploy OVF Template wizard, click Browse.

6. Select the local files with filenames which start with OpenManage_Integration.

o

NOTE: For a quick installation, Dell EMC recommends that you host the files on a local drive.

7. Inthe Name field, enter the name of the VM which will be created (up to 80 characters).
8. Inthe Select a folder or datacenter list, select a location for deploying the template. Click Next.
9. Select the management cluster, and then click Next.

The Review Details window is displayed.

10. Click Next again.
11. In the Select Virtual Disk Format drop-down list, select Thick Provision (lazy or eager Zeroed) or Thin
Provision.

NOTE: Thick Provision (Lazy Zeroed) offers the best balance of performance and deployment time.

12. In the VM Storage Policy drop-down list, select a policy, and then click Next.
13. In the Setup Networks window, click Next.

NOTE: Dell EMC recommends that the OMIVV appliance and the vCenter server are located in the same
network.

14. In the Ready to Complete window, review the selected options for the OVF deployment and click Finish.

The deployment job runs and provides a completion status window where you can track the job progress.
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9.1.2.3 Perform Initial OMIVV VM Configuration
To perform the initial configuration of the OMIVV VM:

1. From the vSphere web client:
a. Locate and select the OMIVV VM you just deployed.
b. Power on the virtual machine.

NOTE: If you selected Power on after Deployment during step 2 above, the VM is powered on
automatically.

Access the VM console by clicking the Console tab.
Allow OMIVV to complete booting up.
Enter the user name as admin (the default is admin), and press Enter.
Type in a new admin password that complies with the password complexity rules displayed in the
interface, and press Enter.
a. Reenter the password and then press Enter.
6. Once the basic configuration Ul is displayed (see Figure 120 below), click Date/Time Properties.

akrwn

(=] OpenManage Integration for VMware vCenter Virtual Appliance Setup x

DZLLENVC OpenManage Integration for VMware vCenter Virtual Appliance Setup

Advanced Configuration: https://100. 100, 10. 31/DellAdminP ortal/index. html

L . 5 A z
Date/Time Properties Network Configuration
B ana o
.
/ Change Hostname a Change Admin Password
»

E Reboot Appliance

Reset Settings Logout

Figure 120 Configuration Ul
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In the Date and Time tab, select Synchronize date and time over the network.

8. Add valid NTP server details (ideally use same NTP servers to which your vCenter is synchronized).
Click Time Zone and select the applicable time zone, and click OK.

9. To configure a static IP to the OMIVV appliance, click Network Configuration, or skip to step 10.

e Select Auto eth0, and then click Edit.

e Select the IPV4 Settings tab, and select Manual in the Method drop-down.

e Click Add, and then add a valid IP, Netmask, and Gateway information.

¢ Inthe DNS Servers field, provide the DNS server detail and then click Apply.

10. To change the host name of the OMIVV appliance, click Change Hostname.
a. Enter a valid host name, and click Update hostname.

IMPORTANT: After host name and NTP are changed, ensure that the OMIVV VM is rebooted.
11. Open your preferred web browser and connect to https://[<OMIVV Appliance IP or Hostname>, making

sure to substitute the IP address or hostname of the appliance VM in the URL.
12. When prompted, enter the password you selected in step 5 above. See Figure 121 below.

DEALLEMC omMivv ADMINISTRATION CONSOLE

Login

Login Screen

The Administration Console displays. See Figure 122 below.
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vCenter Registration

APPLIANCE MANAGEMENT MANAGE VCENTER SERVER CONNECTIONS

& Registered vCenters
ALERT MANAGEMENT
Tasks: (© Register New vCenter Server 1S Upioad License

ACKLIP AND RESTORE

vCenter Server IP or Hostname Description Credentials Certificate Unregister

NowCenter servers are currently registered

LICENSING

Buy Now
Host Connection Licenses
Maximam Host Connection Licensas

InUse

Avatabie

wCenter Conneclion Licenses:

Maximum vCenter Connection Licensss
InUse

Avaisbie

Figure 122 Administration Console

Register the vCenter Server
To register the vCenter server:

1. Inthe vCenter Registration window, click Register a New vCenter Server.
2. Inthe vCenter Name -> vCenter Server IP or Hostname text box, enter the server IP or host name.
3. Enter a description in the Description text box (optional).

NOTE: Dell EMC recommends that you use a Fully Qualified Domain Name (FQDN). If so, ensure that the
host name of the vCenter is properly resolvable by the DNS server.

4. Inthe vCenter User Account -> vCenter User Name text box, enter the Admin user name or the user
name with necessary privileges.
a. Enter the username as domain\user or domain/user or user@domain. OMIVV uses the Admin
user account, or the user with necessary privileges, for vCenter administration.
In Password, enter the password.
In Verify Password, enter the password again.
7. Click Register.

o v

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALEM!



9.1.2.,5 Upload the License File
To upload the license file:
1. Click Upload License.
2. Inthe Upload License window, click Browse to navigate to the license file.
3. Click Upload to import the license file.
9.1.2.6 Verify the Installation
To verify the OpenManage Integration installation;
1. Close any vSphere client windows.
2. Start a new vSphere web client.
3. Confirm that the OMIVV icon appears inside vSphere web client.
a. Click Home, and then in Administration section look for the Open Manage Integration icon.
4. Ensure that vCenter can communicate with OMIVV by attempting a ping command from the vCenter
server to the virtual appliance IP address or host name.
5. InvSphere Web Client, click Home > Administration > Solutions, and then click Client Plug-Ins.
6. Inthe Client Plug-Ins window, verify that OMIVV is installed and enabled.
9.1.3 Configure OpenManage Integration
This section describes the procedures required to configure the appliance.
9.1.3.1 Open the Initial Configuration Wizard
1. InvSphere web client, click Home, and then click the OpenManage Integration icon.
vmware: vSphere Web Client  #=
VNavigator p 3 G? Home -
i (Back _‘m‘
T o
| ) Hosts and Clusters > ‘ e : - 4 =
1 [&) Vs and Templates > LEQ g g SJ @ |—_.r!
Hl Siorage >l Hostsang W and Storage Networking Content Global
€ Networking Y | Clusters Templates Libraries Inventory Lists
Content Libraries > . -
[Z5 Global Inventory Lists > EvRrlionsand Hokes
| [ Policies and Profles > 3 = = [ R il
@, Update Manager s B L“d —i‘ L o \& B;
y ( Task Console Event Console VM Storage Customization Update Host Profiles
‘ %Mministralion ‘ Policies S;m::]fg:gaél:)n Manager
igljiesis \ Administration
[T Events |
I 7 Tags & Custom Aftributes @ &I o
@ New Search Roles System alize OpenManage
E SH SeaIGIES > Sonhutiaton lm%mve.mem (‘Manaéer :
\‘ Plug-ins for Installation
| @ O
Hybrid Cloud vRealize
Manager Orchestrator
Figure 123 vSphere Web Client
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2. The first time you click the OpenManage Integration icon, the Initial Configuration Wizard is displayed
automatically.

NOTE: In the future, the wizard can also be accessed by navigating to OpenManage Integration > Getting
Started, and then clicking Start Initial Configuration Wizard.

3. Inthe Welcome dialog box, review the steps, and then click Next.
4. Select the vCenter from the drop-down list.
5. Click Next.

9.1.3.2 Begin Creating a Connection Profile

A connection profile stores the iDRAC and host credentials that OMIVV uses to communicate with the
Dell EMC servers. Each Dell EMC server must be associated with a connection profile to be managed by
OMIVV. You can assign multiple servers to a single connection profile. Active Directory is supported but
not required. Prerequisites include:

e If you wish to use Active Directory credentials with a connection profile, ensure that the user's
account exists in Active Directory.
e The iDRAC and host should be configured for Active Directory based authentication.

NOTE: You cannot create a connection profile if the number of added hosts exceeds the license limit for
creating a connection profile.

1. Inthe Connection Profile Description dialog box, click Next.

2. Inthe Connection Profile Name and Credentials dialog box, enter:
a. The connection profile name (required)
b. The description (optional)

Initial Configuration Wizard X

v 1 Welcome

< OpenManage Integration for VMware vCenter uses connection profiles to communicate with Dell EMC Hosts
v 2 vCenter Selection

3 Connection Profile Profile

v  3a Description Profile Name Default OMIVV Profile

&4 3b Name and Credentials Description

3c Associated Hosts

4 Inventory Schedule "
iDRAC Credentials
5 Wanmanty Schedule
[[] Use Active Directory

GBS AT AR Active Directory credentials may only be used for hosts that have iDRAC already registered to Active
Directory

User Name root

The user name is limited to 16 characters, Refer to the iDRAC documentation for information about user name
restrictions for your version of iDRAC.

Note:The iDRA nt requires administrative priviledges for updating firmw are, applying hardw are profiles
and deploying hypervisor

Password =~ |*****

Back Next Cancel

Figure 124 Name and Credentials Dialog
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To Use Active Directory

NOTE: If you wish to use Active Directory, perform the following stamps. Otherwise, proceed directly to To
Not Use Active Directory below.

9.
10.
11.

12.

If you wish to use Active Directory, execute the following steps:

Scroll down to iDRAC Credentials, and select Use Active Directory.

In Active Directory User Name, type the user name. Type the user name in one of these formats:
domain\username or username@domain. The user name is limited to 256 characters.

In Active Directory Password, type the password. The password is limited to 127 characters.

In Verify Password, type the password again.

To download and store the iDRAC certificate and validate it during all future connections, select Enable
Certificate Check.

Scroll down to Host Root section, and select Use Active Directory.

In Active Directory User Name, type the user name. Type the user name in one of these formats:
domain\username or username@domain. The user name is limited to 256 characters.

In Active Directory Password, type the password. The password is limited to 127 characters.

In Verify Password, type the password again.

To download and store the host certificate and validate it during all future connections, select Enable
Certificate Check.

Proceed directly to Continue Creating a Connection Profile below.

To Not Use Active Directory

NOTE: If you do not wish to use Active Directory, perform the following steps.

arwODNPRE

No

Scroll down to iDRAC Credentials section.

In User Name, type the user name. The user name is limited to 16 characters.

In Password, type the password. The password is limited to 20 characters.

In Verify Password, type the password again.

To download and store the iDRAC certificate, and validate it during all future connections, select Enable
Certificate Check.

Scroll down to Host Root section.

The user name is root, which is the default and cannot be changed.

In Password, type the password.

NOTE: The password is limited to 127 characters.

9.
10.

11.

In Verify Password, type the password again.

To download and store the iDRAC certificate, and validate it during all future connections, select Enable
Certificate Check.

Proceed directly to Continue Creating a Connection Profile below.

Continue Creating a Connection Profile

1.
2.

3.

Click Next.

In the Connection Profile Associated Hosts dialog box, select the hosts for the connection profile and
then click OK.

To test the connection profile, select one or more hosts and then click Test Connection.
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4. To complete the creation of profile, click Next.

9.1.3.6 Configure Inventory Jobs Schedule
To configure a schedule for inventory jobs:

1. From the Inventory Schedule dialog box, select Enable Inventory Data Retrieval.
2. Select the check box next to each day of the week that you want to run the inventory.
3. In Data Retrieval Time, enter the time in HH:MM format.

NOTE: The time you enter is your local time.
4. To apply the changes and continue, click Next.

9.1.3.7 Configure Warranty Retrieval Jobs Schedule
To configure a schedule for warranty retrieval jobs

1. Inthe Warranty Schedule dialog box, select Enable Warranty Data Retrieval.
2. Select the check box next to each day of the week that you want to run the warranty.
3. Enter the time in HH:MM format.

NOTE: The time you enter is your local time.
4. To apply the changes and continue, click Next.

9.1.3.8 Configure Events and Alarms
To configure vCenter hardware events and alarms:

1. Select Enable Alarms for all Dell EMC Hosts.
2. Under Event Posting Levels, select the desired alert level.

IMPORTANT: Dell EMC hosts which have alarms enabled respond to some specific critical events by
entering in to maintenance mode.

The Enabling Dell EMC Alarm Warning dialog box is displayed.

3. To accept the change, click Continue.
a. Or, to cancel the change, click Cancel.
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1 Enabling Dell EMC Alarm Warming (x)

Warning: Enabling Dell EMC Alarms can cause hosts sending critical events to be put
into Maintenance Mode.

Any hosts outside of clusters, or in clusters without DRS enabled, could see virtual
machines being shut down due to a critical event.

Use clusters with DRS configured in conjunction with Dell EMC alarms to make sure
that virtual machines are automatically migrated on critical hardware events. Listed
below are any clusters on this vCenter instantthat may be impacted. Click Continue to
confirm the clusters impacted by enahling alarms.

Clusters:

Compute

[ Continue | | Cancel

Figure 125 Enabling Dell EMC Alarm Warning Dialog

9.1.3.9 Close the Initial Configuration Wizard
1. Click Finish to conclude the initial configuration wizard.

9.1.3.10 Resolve Host Non-compliance
1. For vSphere 6.5 or later hosts, OMIVV requires that the WBEM service is enabled. Also, SNMP settings
must be configured. Hosts must also be part of a connection profile. To address these compliance items
through OMIVV, open OpenManage Integration for VMware vCenter.
2. Navigate to Manage > Compliance > vSphere Hosts.
3. Refresh the screen. If any hosts are listed, then they are non-compliant.
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9.1.3.11

9.1.3.12

DAL OpenManage™ Integration for VMware vCenter

Getting Started  Monitor | Manage | Licensing Help and Support
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vSphere Host Compliance
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Figure 126 vSphere Host Compliance

Click the Fix non-compliant vSphere Hosts button.
Review the text. Click Next.

Place a check next to any listed hosts.

Click Finish.

Allow OMIVV to process the necessary changes to all hosts.

© o N aA

If there are no hosts listed and the screen is greyed-out, move on to section 10.1.3.11.

10 When complete, refresh the screen to confirm there are no longer any non-compliant hosts.

Collect Inventory from Hosts

11. Validate functionality of OMIVV by running a one-off inventory job. Open OpenManage Integration for

VMware vCenter.
12. Navigate to Monitor > Job Queue > Inventory History > Hosts Inventory.
13. Click the vCenter server in the vCenters list.
14. Click the Run Now button at the top of the area.

15. Wait for inventory jobs to complete. Refresh the screen and confirm all hosts show Successful.

Configure a Firmware Update Repository
To configure a repository for firmware update packages:

1. Open OpenManage Integration for VMware vCenter.
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Navigate to the Firmware Update Repository -> Appliance Settings -> Manage > Settings tab.
3. Click the Edit (pencil) icon.
4. Inthe Firmware Update Repository dialog box, select one of the following:

e Dell Online — OpenManage Integration for VMware vCenter downloads selected firmware updates
from the Dell repository (ftp.dell.com), and updates the managed hosts

NOTE: Based on the network settings, enable proxy settings if required.

e Shared Network Folder — A local repository of firmware in a CIFS-based or NFS-based network
share. This repository can either be a dump of Server Update Utility (SUU) that Dell releases
periodically or a custom repository created using DRM (Dell Repository Manager). This network share
must be accessible by OMIVV.

NOTE: If you are using CIFS share, the repository passwords cannot exceed 31 characters, and the special
characters [@], [%], and [,] are not allowed. Also, SMB v1.0 is recommended for optimum compatibility.

5. If you select Shared Network Folder, enter the Catalog File Location by using the following format:

e NFS share for .XML file — host:/share/filename.xml
e NFS share for .gz file — host:/share/filename.gz
e CIFS share for .XML file — \\host\share\filename.xml
o CIFS share for .gz file — \\host\share\filename.gz

6. Click Apply.

It may take up to 60 to 90 minutes to read the catalog from the source and update the OMIVV database.

Deploy Dell EMC Virtual Storage Integrator

The EMC Virtual Storage Integrator (VSI) for VMware vSphere Web Client is a plug-in for VMware vCenter
that enables administrators to view, manage, and optimize storage.

Deploy the VSI Appliance
To deploy the VSI appliance:

1. Download the Solutions Integration Service OVA file.
a. From EMC Online Support, search for VSI for VMware vSphere Web Client.
b. The downloaded file name for the current version is
emc_solutions_integration_service_v73_x86_64_OVF10.ova.
2. Log in to the vSphere Web Client.
3. Select Home -> Hosts and Clusters.
4. Right-click the vCenter cluster, and then select Deploy OVF Template. The following message appears:

This site is using the VMware Client integration Plug-In. Do you want to allow
it to access your operating system?

5. Click Allow.
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The Deploy OVF Template wizard appears.

6.

© © N

11.
12.
13.

14.

15.

16.

17.
18.

19.

20.

In Select source, enter the location of the Solutions Integration Service OVA file, and then click
Next.

On the Review details screen, verify that the information is correct, and then click Next.

Accept the End User License Agreement (EULA), and then click Next.

In Select name and folder, enter a name for the destination folder (or accept the default).

. Select the folder or datacenter location where you want to save the Solutions Integration Service OVA

file, and then click Next.
For Select a resource, select the compute resource, and then click Next.
For Select storage, select the desired disk format and datastore, and then click Next.
For Setup network, use the values in Item 6 to:
a. Select a network.
b. Select the IP address format IPV4 for the Solutions Integration Service.
For Customize Template properties:
a. Enter the IP address, default gateway, netmask and DNS server IP address, if any.
b. Click Next.
In the Ready to Complete dialog, verify the details, and then click Finish.
Right-click the name of the virtual machine with the newly deployed EMC Solutions Integration Service,
and then select Power On.
Wait for the deployment to finish, and for the Solutions Integration Service to be operational.
Verify the REST web service as follows:
a. Open a web browser, and navigate to https://<Solutions_Integration_Service_IP
Address>:8443/vsi_usm/ (example: https://192.168.0.3:8443/vsi_usm/)
b. Accept all certificates, or add them to exceptions.
Change the root password:
a. Log into the vSphere console with the default username root and password root.
b. The operating system will prompt for a password change.
c. Seta new, secure password for the root user.
Enable SSH on the machine:
a. Log into the vSphere.
b. Execute the following commands:

# systemctl enable sshd

# systemctl start sshd

The SSH service is now enabled.

Register the VSI Plug-in

You must register the VSI plug-in to download and enable the VSI plug-in extensions.

1.

Open a web browser and navigate to the Solutions Integration Service Administrator web page,
logging in with the Solutions Integration Service credentials, at
https://<Solutions_Integration_Service IP_Address>:8443/ vsi_usm/admin.
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For example, https://192.168.0.3:8443/vsi_usm/admin.

2. Click VSI Setup.

Solutions Integration Service Administration

Parm@y i

*

Navigation
Home
Service Info:
Lo Version Number: 7.3.2.141
g Installation Timestamp: 2078-03-27 07:37:56 PM
Local Timestamp: 2018-04-06 01:41:41 PM
VSl Setup
Please click one of the functions aon the left.
Database
User

Connection Broker

Data Protection

SSH Key

Log Out

Figure 127 VSI Administration

3. Enter the values for the following parameters:

vCenter IP/Hostname - The IP address that contains the VSI plug-in package.
vCenter Username - The username that has administrative privileges.

vCenter Password - The administrator’s password.

Admin Email (Optional) - The email address to which natifications should be sent.

4. Click Register.

o

Browse to the vSphere Web Client address.

6. Inthe vSphere Web Client window, select vCenter in the navigation pane to verify that EMC VSl is listed.
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Whatis vCenter?

The vCenter inventory lists and trees show
the objects associated with wCenter Server
systems, such as datacenters, hosts,
clusters, networking, storage, and virtual
machines.

Inventory lists allow you to view aggregated
lists ofthese objects across vCenter Server
systems. These flat lists enable easier batch
operations.

Inventory trees are now available in the top-
level Home inventory. Inthese trees, objects
are arranged hierarchically in one of four
views: Hosts and Clusters, WMs and
Templates, Storage, and Networking.

To get started with the virtual infrastructura:
1. Create a datacenter

2. Add hosts to the datacenter
3. Create virtual machines on the hosts

Select an Inventory item

Explore Further

What is vCenter Server?
Networking in vSphere

Storage in vSphere

What are inventory tree views?
Using the object navigator

Figure 128 vSphere Web Client with EMC VSI

Data Domain Virtual Edition

Dell EMC Data Domain Virtual Edition (DD VE) is a data protection storage system. It is a virtual (software-
only) deduplication appliance. Data Domain systems are always paired with backup software. The backup
software specified in this guide is Dell EMC Avamar. See conceptual layout below.
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Figure 129 Data Protection Topology

NOTE: Data Domain is also available as a physical appliance, although that is outside the scope of this
guide. Both physical and virtual Data Domain appliances run the Data Domain Operating System (DD OS).
Both provide the DD OS command line interface (CLI) and the Data Domain System Manager graphical user
interface (GUI) for performing all system operations.

9.3.1 Prerequisites
This section describes Dell EMC Ready Stack hardware requirements for DD VE.

9.3.1.1 System Resources
Adequate system resources must be available for the DD VE appliance VM, which is based on the number of
managed nodes. See Table 15 below.

Table 15 Required System Resources

VM Resource Storage Capacity Range

<500GB |<4TB |<8TB | <16 TB | <32 TB | <48 TB | <64 TB | <96 TB

vCPU Cores 2 2 2 4 4 4 8 8
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Memory (GB) 6 6 8 16 24 36 48 64

IMPORTANT: Do not reduce system memory after you have created the file system in DD OS. This makes
the file system unusable. Use reservations (see vSphere documentation) to ensure that necessary memory
resources are available to the appliance VM.

Network Adapters

DD VE can support up to eight virtual network adapters. For VMware environments, the ova package creates
two VMXNETS3 virtual network adapters by default. DHCP will be configured automatically on these two
interfaces inside the DD VE. DHCP can be configured manually on any additional interfaces.

Disk Controllers

One SCSI Controller is configured by default. The maximum number of disks for each controller is 15 for
vSphere. If the environment requires more than the maximum number of disks, you can add extra SCSI HBA
controllers to the DD VE appliance VM. For VMware environments, DD VE supports up to four VMware
Paravirtual SCSI Controllers.

NOTE: Other types of SCSI controllers are not supported.

IMPORTANT: Backend storage for DD VE should already be provisioned and ready. Best practice dictates
that backups be stored on separate storage from production VMs/data (i.e., not stored on the Unity array
deployed earlier in this guide). Such secondary storage is not part of the scope of this guide.

Deploy Data Domain Virtual Edition

This section describes the procedures required to deploy DD VE in the Dell EMC Ready Stack environment.

Download the Zip File

To download the zip file:

1. Download the .zip file DD VE package for vSphere from https://support.emc.com.
2. Navigate to the location where you have downloaded the file, and extract its contents.

Deploy the OVA File
To deploy the OVA file:

1. From the VMware vSphere Web Client, select a host.
2. In the main menu, click Actions > Deploy OVF Template (or right-click host and select Deploy OVF
Template).
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The OVF Template Wizard opens.

3. From the Deploy OVF Template wizard:
a. Click Browse.
b. Select the local file.
c. Click Next.

NOTE: For a quick installation, Dell EMC recommends that you host the OVA on a local drive.

4. In the Name field, enter the name of the VM which will be created (up to 80 characters).
5. Inthe Select a folder or datacenter list:

a. Select alocation for deploying the template.

b. Click Next.
6. Select the management cluster, and then click Next.

The Review Details window displays.

7. Click Next.
8. Accept the license agreement and then click vSphere Web Client.
9. Select the appropriate configuration.

Default is 4 TB capacity, which requires 2x vCPU cores and 6 GB memory. See below.

¢ Deploy OVF Template 2) M

+ 1 Selecttemplate Select configurafion
Select a deployment configuration.
+~/ 2 Selectname and location

v 3 Selecta resource Configuration 4TB Configuration - 2CPUs, 6GB Me -

4 Review details Description: 4TB configuration refers to the resource reservation of 1 socket with 2 cores and 6GB memory. This

+/ 5 Acceptlicense agreements configuration is able to support 0.5TB up to 4TB Data Domain Filesystem (DDFS) capacily

6 Select configuration

7 Selectstorage
8 Select networks

9 Readyto complete

Back Next Cancel

Figure 130 Select Configuration Screen

10. Click Next.

11. In the Select Virtual Disk Format drop-down list, select Thick Provision (Lazy Zeroed) for best balance
of performance and deployment time.

12. In the VM Storage Policy drop-down list, select a policy.
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13. Select desired datastore destination, and then click Next.
14. In the Setup Networks window:
a. Select network settings.
b. Click Next.
15. In the Ready to Complete window:
a. Review the selected options for the OVF deployment.
b. Click Finish.

The deployment job runs and provides a completion status window, where you can track the job progress.

16. Wait until the deployment job is complete.

Perform Initial DD VE Configuration

Perform the initial configuration of DD VE from a VM console command line.

Begin Setup

1. From the vSphere web client:
a. Locate and select the Data Domain Virtual Edition (DD VE) VM you just deployed.
b. Power on the virtual machine.

NOTE: If you selected Power on after Deployment during deployment, the VM is powered on
automatically.

2. Access the VM console by clicking the Console tab.
Allow DD VE to complete booting up.
4. Log in with the default credentials:
a. User-sysadmin
b. Password - changeme
5. When prompted to change the default sysadmin password:
a. Typeyes
b. Press Enter
6. Type in a new password which complies with the password complexity rules displayed in the interface,
and then press Enter.
7. Reenter the password, and then press Enter.
8. When prompted if you want to configure the system using the GUI wizard:
a. Typeno
b. Press Enter

w

NOTE: Although the built-in default options during deployment assume the user is utilizing DHCP, this guide
follows a validated process for manual IP address deployment for maximum compatibility. If using DHCP, a
few steps will differ. Those steps will be noted.
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9.3.3.2 Configure the Network

1.

10.
11.
12.
13.

14.

15.

When prompted if you want to configure the network:

a. Typeyes

b. Press Enter (unless using DHCP)
When prompted if DHCP is to be used:

a. Typeno

b. Press Enter (unless using DHCP)
When prompted for the hostname to be used for the DD VE appliance:

a. Enter the fully qualified domain name (FQDN)

b. Press Enter
Provide the DNS domain name when requested, and then press Enter.
When prompted if Ethernet port ethVO is to be enabled:

a. Typeyes

b. Press Enter
When prompted if DHCP is to be used on ethVO:

a. Typeno

b. Press Enter (unless using DHCP)
If prompted for IP address:

a. Enter the desired static IP address

b. Press Enter (not applicable if using DHCP)
Enter the netmask if prompted, and then press Enter (not applicable if using DHCP).
Follow the same procedure for the prompts relating to Ethernet port ethV1.
When prompted, enter the default gateway address, and then press Enter.
When prompted, enter the IPV6 default gateway address (or leave blank), and then press Enter.
When prompted, enter the IP addresses of the DNS servers (up to 3), and then press Enter.
When prompted whether or not you want to save the configuration:

a. Type save

b. Press Enter
When prompted whether or not to Configure eLicenses:

a. Typeno

b. Press Enter
When prompted whether or not to Configure System:

a. Typeno

b. Press Enter

9.3.3.3 Add Virtual Disks
Add one or more virtual disks to DD VE VM to serve as targets for storing Avamar backups.

NOTE: See Prerequisites for important information.

1. From the vSphere web client, locate and select the Data Domain Virtual Edition (DD VE) VM.
2. Right-click on the VM, and then select Edit Settings.
3. Atthe bottom of the Settings window, open the New Device drop-down list.
4. Choose New Hard Disk from the list, and then click Add.
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A new virtual hard disk appears in the list of devices assigned to the VM.

5. Expand the drive details of New Hard Disk by:
a. Clicking the right arrow next to it
b. Inputting the desired capacity size
6. Default settings are fine for most settings, but ensure that:
a. Location is set to correct secondary storage (not the Unity array deployed earlier in this guide)
b. Disk Provisioning is set to Thick provision (lazy or eager zeroed)

~ (2 New Hard disk 500 (e |+
Maximum Size 277 TE
VM storage policy | Datastore Default | v | i ]
Location [ RAID5001 |+ |
Disk Provisioning | Thick provision lazy zeroed | v |
Sharing | Unspecified | - |
Shares | Mormal | +||1.000
Limit - I1OPs Unlimited 3
Disk Mode | Dependent |~ | O
Virtual Device Node | sCsicontrollero | = | [ sCSI(0:4) |~ | .

Figure 131 New Hard Disk Screen

Enable the Virtual Disks
Run VM console CLI commands to enable the newly added virtual disk(s).

From the vSphere web client, locate and select the Data Domain Virtual Edition (DD VE) VM.
Access the VM console by clicking the Console tab.
Login as sysadmin, with the password selected in Begin Setup.
Verify the newly-added disk:
a. Runthe storage show all command
b. Verify the newly added disk is shown (in unknown state). Make note of the device number as it is
needed in the next step.
c. Runthe storage add dev<number> command, where <number> is the device number from
step 4.b.
5. Click OK.
6. If additional disks were added in Add Virtual Disks, repeat the steps in Enable the Virtual Disks as
needed.

PwbdPE

Complete DD VE Configuration

Connect to the Data Domain System Manager (DDSM) GUI to complete the remaining configuration tasks.
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1. Open a web browser and navigate to the DDSM GUI at https://< DD_VE_VM_IP

Address_or_Hostname>.

2. Login as sysadmin, with the password selected in Begin Setup.

A screen will pop up, requesting a valid license.

3. Browse for the .XML format license file you received with your purchase.

4. Click Apply.

NOTE: Future license management tasks can be performed in the Administration sub-menu.

5. From the DDSM GUI home screen, navigate to Maintenance -> Configure System to launch the initial

setup wizard.

NOTE: Configuration tasks can be completed elsewhere via GUI or CLI, but this guide leverages the GUI

configuration wizard for ease of deployment.

6. Atthe Network prompt, click No.
7. Atthe Configure File System prompt, click Yes.

a. Confirm that the new virtual disks added to the VM in step 5 are listed.

Configuration Wizard x

Network

File System I o Total size of devices in the active tier is greater than licensed capacity used due to file system overhead.
Configure Active Tier

Start Deployment Assessment Addable Storage

Create File System Summary
System Settings
DD Boost Protocol No devices found.
CIFS Protocol
NFS Protocol

Device a

Active Tier
[ | Device «

) deva

Active Tier
B Active Tier License Used: 0.16 TiB

Active Tier Li

Figure 132 Addable Storage Screen

b. Click Next.

c. Runthe storage assessment if desired, or click Skip.

d. Check Enable file system after creation, and then click Submit.
e. When complete, click OK.

Total Licensed Capacity: 0.45 TiB

Next Cancel
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8. Atthe Configure System Settings prompt, click Yes.
a. There is no need to change the sysadmin password again, so leave the password fields blank.
b. Enter the administrator’s email address in the Admin Email field.
c. Clear the checkboxes of any unwanted notifications, and then click Next.
d. Provide the mail server and physical location information, and then click Next.
e. Review the summary details, and then click Submit.
9. Atthe Configure DD Boost prompt, click No. The Avamar deployment will configure its own DD Boost
storage unit automatically.
10. At the Configure CIFS prompt, click No.
11. At the Configure NFS prompt, click No.

This concludes the setup wizard, as well as the necessary configuration tasks for Data Domain within the
scope of this guide. After deployment, you should become familiar with the other settings available in the
management GUI. Also, more extensive documentation specific to Data Domain can be found at
https://support.emc.com.

Avamar Virtual Edition

Dell EMC Avamar enables fast, efficient backup and recovery by reducing the size of backup data at the
client—before it's transferred across the network and stored. Avamar's variable-length deduplication
dramatically reduces network traffic by only sending unique blocks, compressed and encrypted over local
area networks (LANs) or wide area networks (WANS). Blocks that were previously stored are never backed
up again.

Deployment Options

Avamar Data Store — EMC Avamar Data Store combines an EMC-certified purpose-built backup appliance
and Avamar deduplication backup and recovery software in a fully integrated, scalable, prepackaged solution.

Avamar Business Edition — EMC Avamar Business Edition provides a conveniently-sized, turnkey, affordable,
deduplicated backup solution. Designed for midmarket companies, it features simplified management, making
it ideal for organizations with limited IT resources.

Avamar Virtual Edition — Avamar deduplication backup software and virtual appliance deployed in vSphere or
Hyper-V and Azure.

Integration

Integration with Data Domain deduplication storage systems — take advantage of Data Domain's performance
and scale for all backup workloads. The scope of this guide includes:

¢ EMC® Avamar® Virtual Edition (AVE) is a single-node Avamar server that runs as a virtual machine
in a VMware® ESXi. AVE integrates the latest version of Avamar software with SUSE Linux as a
VMware virtual machine. AVE is the backup solution deployed in this guide, with Data Domain (Virtual
Edition in this guide) as the storage target and leveraging the powerful integration of the two products.
e For virtual clients, there are two options for backups with AVE.
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- Through guest OS backups (requires installing Avamar client software on each virtual machine)
- Through host-based backups (requires a proxy server)

This document describes setting up the latter: host-based backups for virtual clients. As mentioned above,
Data Domain provides the backend storage for housing the Avamar backups. See the conceptual taxonomy
layout in Figure 129.

Prerequisites

Adequate system resources must be available for the Avamar VM, which is based on backup storage
capacity. See Table 16 below.

Table 16 Avamar Required Resources
0.5TB AVE 1TB AVE 2TB AVE 4 TB AVE
vCPU 2x 2GHz 2x 2GHz 2x 2GHz 4x 2GHz
Memory 6 GB 8 GB 16 GB 36 GB
Storage 900 GB 1650 GB 3150 GB 6150 GB
Deploy AVE

This section describes the procedures required to deploy AVE in the Dell EMC Ready Stack environment.

Download the Zip File

1. Download the AVE virtual appliance package file from https://support.emc.com.
2. Extract the contents.

Deploy the OVA File

AVE employs a two-step initial deployment process:

¢ Deploying the OVF — See Deploy the OVA File, and Disable MCS Certificate Authentication
e Software installation — See Install Software
To deploy the OVA file:

1. From the VMware vSphere Web Client:
a. Selectahost.
b. Inthe main menu, click Actions > Deploy OVF Template (or right-click the host, and then select
Deploy OVF Template).
2. From the Deploy OVF Template wizard:
a. Click Browse and select the local file.
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NOTE: For a quick installation, Dell EMC recommends that you host the OVA on a local drive.

b. Click Next.
3. Inthe Name field, enter the name of the VM which will be created (up to 80 characters).
4. Inthe Select a folder or datacenter list:
a. Select alocation for deploying the template.
b. Click Next.
5. Select the management cluster, and then click Next to display the Review Details window.
6. Click Next.
7. Accept the license agreement, and then click Next.
8. Inthe Select Virtual Disk Format drop-down list, select Thick Provision (Lazy Zeroed) for the best

balance of performance and deployment time.

IMPORTANT: Thin provisioning is not supported with AVE.

9. Inthe VM Storage Policy drop-down list, select a policy.
10. Select the desired datastore destination, and then click Next.
11. In the Setup Networks window:
a. Select Network Settings.
b. Click Next.
12. In the Customize Template window, enter the following:
a. DNS Server(s)

b. Hostname FQDN
c. |IPv4 Address with Mask/Prefix
d. IPv4 Default Gateway
e. NTP Server(s)
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¥4 Deploy OVF Template ?) M

+ 1 Selecttemplate Customize template
Customize the deployment properties of this software solution.
+/ 2 Selectname and locafion
+ 3 Selecta resource © Al properties have valid values Show next Collapse all
v 4 R detail
eview defails ~ Networking Properties 8 settings
+/ 5 Acceptlicense agreements N N N
Additional DNS Search OPTIONAL - If specified, this comma seperated list of domain names will be added to the DNS
+ 6 Selectstorage Domains search path. By default only the domain portion of the AVE's hostname is added to the search
path
~ 7 Selectnetworks
8 Cuslomize Eemplate
DNS Server(s) REQUIRED - DNS server address(es) for this AVE, which can be a single address or comma
9 Readyto complete seperated list of addresses (e.g. 10.10.10.25) - Both IPv4 and IPv6 addresses maybe

specified. Amaximum of 3 DNS server addresses are supported.

Hostname FQDN OPTIONAL - The fully gualified domain name to be used as the hostname for this AVE. If not
provided, the AVE will attempt to determine its hostname from DNS using the IPv4 and/or IPvG
address(es) provided above. The FQDN can onlyinclude alphanumeric characters (a-z. A-Z,
and 0-9), hyphen (-), and period(.). Hyphen and periods are only allowed if surrounded by other

characters
IPv4 Address and REQUIRED if IPvG address not provided - If given, the prefix length or mask should also be
Mask/Prefix included (e.g 10.6.1.2/24 or 10.6.1.2/255.255.255.0). [T prefi’mask is not given, it will default

1o /24. Both IPv4 and IPvE addresses may be given to configure a dual stack environment

Back Next Cancel

Figure 133 Customize Template Screen

NOTE: Network settings can also be configured later after OVF deployment by running avnetconfig script
from VM console command line.

13. In the Ready to Complete window:
a. Review the selected options for the OVF deployment.
b. Click Finish.

The deployment job runs, and provides a completion status window where you can track the job progress.

14. Wait until the job is complete.

9.4.4.3 Disable MCS Certificate Authentication

This section describes the steps required to disable Management Console Server (MCS) certificate
authentication, if your environment does not use it.

1. From the vSphere web client:
a. Locate and select the Avamar VM you just deployed.
b. Power on the virtual machine.

NOTE: If you selected Power on after Deployment during Deploy the OVA File, the VM is powered on
automatically.

2. Access the VM console by clicking the Console tab.
3. Wait until the login prompt appears.
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NOTE: If you do not want to add vCenter authentication certificates to the Avamar MCS keystore, you must
disable certificate authentication for all vCenter-to-Avamar MCS communications by running the following
commands at the Avamar console command line. Otherwise, the Avamar software installation will fail.

4. Log in as admin, with the password of changeme.
5. Stop the MCS by executing the following command:

dpnctl stop mcs

6. Open /usr/local/avamar/var/mc/server_data/prefs/mcserver.xml in a UNIX text editor, such as vi.
7. Findthe ignore_vc_cert entry key.

a. For example, type /ignore vc cert invi.
8. Change the ignore vc_cert setting to true, so that it looks like this:

9. Save your changes, and then close mcserver.xml.
10. Start the MCS and the scheduler by executing the following commands:

dpnctl start mcs
dpnctl start sched

9.4.4.4 Install Software
To begin software installation:

1. Open a web browser and navigate to Avamar Installation Manager at https://[<Avamar-server>:7543/avi,
where <Avamar-server> is the IP address or hostname of the AVE VM.

The Avamar Installation Manager login page appears.

2. Enter the following credentials:

a. Type root in the User Name field.

b. Type changeme in the Password field.
3. Click Login.
4. Click SW Releases.
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Avamar® Installation Manager

) Step 1:Package Selection S

SW Releases
Select a package. and then click the appropriate button to proceed
Note: For Support-Only packages, the action buttons will be disabled for Non-Support users Server 172.90.100.13
Package List Grouping: Release ~ Sortby ~ Description: 3 3
ave-config [l Install
Version: 751101 Priority: Normal
Delete

Description: Avamar Virtual Edition Configuration

Figure 134 Avamar Package List Screen

5. Optional: Click the ? button next to the AVE installation package, ave-config, to open the help file for the

AVE installation workflow.
6. Click Install next to the AVE installation package, ave-config.

Complete AVE Installation
The Installation Setup screen includes a number of tabs with empty fields. Note that:

e Required fields are displayed in red/orange with exclamation marks next to them.

e Allrequired fields must be completed before proceeding.
e You can save your place at any time using the Save button.
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Avamar® Installation Manager

\ History | | Repository | | Configuration

» Step 2instalation Setup S ation Progre

» Packag t
Installation Setup Server 172.80.400.13
Installing the package requires specific system settings. Complete the installation setup by providing the requested information Currently installing: {ave-config.

@ ConnecteMC || License Upload || @ Passwords || @ Customer Contact Info || ) Server Settings || Data Domain Settings || Security Settings
Name Vaie Description

Email sender address m o The email address used for sending notification emails to EMC

Email server . Hostname or IP address of the mail server used to send nofification emails to EMC

Site name m 1) Description of the site where the Avamar server is physically located {for example. 'Headquarters' or ‘Paris-Office’)

Cancel instailation() 3

Show advanced settings

Figure 135 Installation Setup Screen

1. Fill out the required fields in the ConnectEMC tab (see Figure 135 above):
a. Email sender address
b. Email server hostname or IP address
c. Site name
2. Click the License Upload tab.
a. Check the box next to Show advanced settings in the lower-left area.
b. Browse for and upload Avamar-related license files.
3. Click the Passwords tab.
a. Enter and re-enter the desired password for each item.
b. If you want a single password for everything, check the box next to Use common password.

NOTE: Avamar password complexity rules can be viewed by hovering over the Description field next to a
password. The rules require at least one of the following “.”, “-“, or “_” characters (without the quotes).

4. Click the Customer Contact Info tab.
a. Complete required fields.
5. Click the Server Settings tab.
a. Select time zone from drop-down list.

NOTE: This solution supports encryption. Configuring encryption is outside the scope of this guide.

6. Click the Data Domain Settings tab.
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a. Check the box next to Add Data Domain.
7. Inthe Data Domain Address field, enter one of the following options for the Data Domain Virtual Edition
VM deployed earlier in this guide:
a. IP address
b. DNS-resolvable FQDN
8. Inthe Data Domain Administrator Name field, enter sysadmin.
9. Inthe Data Domain Administrator Password field, enter the DD VE sysadmin password.
10. Check the box next to DDBoost create new login account.

NOTE: If you are not closely following this guide and already created a DDBoost user in advance, you can
use it here but it must be configured with admin access. This is required by Avamar.

11. Inthe DDBoost Login Name field, enter the desired user name (for example BoostUser).

This will be a new account created for you in Data Domain for managing the DDBoost integration between
Avamar and DD VE.

12. In the DDBoost Login Password field, enter the desired password for the new DDBoost account.
a. Hover over Description to view complexity rules.

13. Inthe DDBoost Login Password(Confirm) field, re-enter the password.

14. In the SNMP Community String field, enter the desired value.

15. Click Continue.

16. Monitor the installation progress on the Installation Progress page.

17. Wait until the installation is complete.

NOTE: If the installation fails on Attaching Data Domain to Avamar, confirm that Disable MCS Certificate
Authentication was observed. Also ensure that steps 10 through 13 in Complete AVE Installation were
completed.

Configure AVE

With software installation fully completed, the remaining configuration tasks can be completed in the AVE GUI
known as Avamar Administrator, also known as the Management Console (MC).

1. Open a web browser and navigate to the Avamar Administrator (MC) GUI at https://<Avamar_VM_IP_or_
Hostname>/mc-portal/mcgui.

NOTE: This is a Java app, so Java must be installed and enabled on your client. Also, ensure that the AVE
hostname is added to DNS.

2. Login as root with password selected in step 2.b.
3. The Avamar Administrator main screen appears.
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Avamar | Policy

Backup & Restore

mer-avamar.vcselab Avamar Administrator (f) == =

Data Movement Policy  Activity

Administration Server

Actions Tools VMware Navigation Help

System Information

/I System State [¥

Capacity

Legend: [ 0-75% used | 75-90% used ] >90% used [ Available

% Scheduler State: Running | Suspend | B meravamar.veselab dd mer-ddve.vese lab

&% Maintenance Activities State: Running i:. Utilization: 0.7% i:. Total:  258.8 GiB

&% License Expiration: 2018-04-25 14:53:44 CDT Used: 6.2 GiB (2.0%)
Data Protected: 46.2 GB Available: 252.6 GiB
Data Protected in last 24 hours:  10.7 GB Forecast: Insufficient data

Activities Critical Events

-

% Backup Jobs ¥ Period: Last 24 hours ~

All Failures 9 0 i
Pending E 0 i Succeeded with Exception i 0 i
Running E 0 i Succeeded

¢ Replication Jobs [ Period: Last 24 hours |~

Faled i 0
Pending g 0 i Succeeded with Exception i 0
Running 6 0 i Succeeded 6 0

—

L 1

Figure 136 Avamar Administrator

4. Add the vCenter server to Avamar for visibility and access to the VMs requiring backups:
a. In Avamar Administrator, click Administration.
b. Click the Account Management tab.

c. Inthe tree view, select the Top-level (root) domain -> Actions -> Account Management ->

New Client(s).
d. Inthe Client Type list, select VMware vCenter.

126

Dell EMC Ready Stack Deployment Guide for VMware vSphere and Unity

DEALEMC



127

New Client -

Mew client will be added at: Jclients

Client Type: | VMware vCenter w

MNew Client Name or IP

vCenter connection information:

Port: 443

[ Root User
User Name:;

Password:

Verify Password:

[ Auto Discovery

[[] Enable dynamic YM import by rule

Add domain mapping

Enable Changed Block Tracking
F’nomyl Rule ‘ Domain | |

1 |<H-:nf=> ‘ | = |

QOptional Information:
Contact:

Phone

Email:

Location:

Figure 137 New Client Pane

e.

—h

g.
h.
i

j-

Type the vCenter fully qualified DNS name or IP address in the New Client Name or IP field.
Type the vCenter web services listener data port number in the Port field. 443 is the default
setting.

Type the vCenter user account name in the User Name field.

Type the vCenter user account password in the Password field.

Type the vCenter user account password again in the Verify Password field.

Click OK.

5. Agentless image-based (as opposed to file-based) backups in AVE require one or more Avamar proxy
VMs. AVE will analyze the environment and make a recommendation:

a.

f.

In Avamar Administrator, select VMware -> Proxy Deployment Manager.

Choose a vCenter.

Set the Data change rate. The default data change rate of 12% (.12) is a conservative setting
that is known to work with most customer sites.

Set the Backup window (in minutes).

To include virtual machines using direct attached storage in this recommendation, select Protect
VM's on local storage.

Click Create Recommendation.

The tree pane shows the proposed deployment topology. Proposed new proxies appear under each ESX host
with the name New proxy.
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7N) Proxy Deployment Manager |L|i-

Choose avCenter: | 172.90.100.100 (") =471 172.90.100.100
= Datacenter
- [ Hosts
Data change rate (%): 1205 =-EJ Clusters (2)
Backup window (minutes): 7205 =) compute
=-[ Hosts (3)
["] Protect virtual machines on local storage = E 172.90.110.20
‘E’b New proxy
@ 172.90.110.18
‘ Create Recommendation E 172.90.110.22
= @ Management
=-[@ Hosts (2)

= [ 172.90.100.127
£h New proxy
@ 172.90.100.128

New Prox Edit Exclude Update Apply Cancel
Recent Tasks
Name Target Status Details Start Time Completed Time
¢ Create deployment recommendation Datacenters @ Completed 04/06/18 3:08:06 PM 04/06/18 3:08:09 PM

Figure 138 Tree Pane

In the tree pane, select a New proxy, and then click Edit.

Type the proxy name in the Name field.

Select an Avamar Server Domain where this proxy will reside.

j-  Type the IP address into the IP field.

Select a datastore from the Datastore list.

Select a virtual network from the Network list.

Type the fully qualified DNS server name or IP address into the DNS String field.
Type the network gateway IP address into the Gateway field.

Type the network mask into the Netmask field.

Click Save.

When the proposed deployment topology is satisfactory, click Apply.

e

L T o5 3

NOTE: Alternatively, you can add folders or resource pools of VMs. These are known in AVE as
containers. This guide will cover clients only, not containers.

6. Add the VMs you want to backup. These are known in AVE as clients:
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In Avamar Administrator, click Administration.
Click the Account Management tab.
In the upper tree, select a vCenter domain or subdomain.
Select Actions -> Account Management -> New Client(s).

The Select VMware Entity dialog box appears. In this dialog:

e The VMs & Templates tab is equivalent to the vSphere Virtual Machines and Template view.
e The Hosts & Clusters tab is equivalent to the vSphere Hosts and Clusters view.

e. Inthe tree, select a folder that contains a VMware entity.

i. To view all entities within the selected folder, select Show sub-entities.
f. Inthe right properties pane, select a virtual machine or vApp to protect with Avamar backups.

®

| vms &Templatesj Hosts & Clusters |

=) 172.90.100.100
=-[E Datacenter
=-E) Compute
#-[@ 172.90.110.18
#-[@ 172.90.110.20
[ 172.90.110.22
¥ anagement
#-[@ 172.90.100.127
@[ 172.90.100.128

Select VMware Entity

Select one or more entities in the table that will be protected by Avamar:

Virtual Machine Container Inclusion
@ Dynamic O static

[_] Recursive Protection

[[] Show sub-entities

Virtual Machine Properties
[[] Enable Changed Block Tracking

Select All Clear All

Name Guest0S

Server

VMware Type

Template

avamar SUSE Linux

172.90.100.127

No

@ mer-avproxy01 | SUSE Lin

172.90.100.127

No

) mer-dave Other (64-bit)

172.90.100.127

No

(0 mer-omiw Red Hat Enterprise Linux 6 (64-bit)

172.90.100.128

No

r later (64-bit

172.90.100.127

No

(& restore-testvm | centos 4i5 or later (64-bit)

172.90.100.128

No

D test-ave SUSE Linux Enterprise 11 (64-bit)

172.90.100.127

No

@ test-ddve Other (64-bit)

172.90.100.127

dav No

(1 vesamer Other 3.x or later Linux (64-bit)

172.90.100.127

No

Figure 139 Select VMware Entity Pane

g. To enable changed block tracking, select Enable changed block tracking, and then click OK.

NOTE: If changed block tracking is not enabled, each virtual machine image must be fully processed for
each backup, which might result in unacceptably long backup windows, or excessive back-end storage
read/write activity. Enabling changed block tracking will not take effect until any of the following actions
occur on the virtual machine: reboot, power on, resume after suspend, or migrate.

h. Enter contact information if needed, and then click OK.

i. Click Close.

j-  If you enabled changed block tracking, the VM to be backed up must be rebooted,
suspended/resumed, or migrated.
7. Configure the backup policy for the client VM you added:

a. In Avamar Administrator, click Policy.
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b. Click the Policy Management tab, and then click the Clients tab.
c. Double-click a virtual machine (or select a VM, and then click Edit).

The Edit Client dialog box appears.

d. Click the Retention Policy tab. You can accept the default policy or override and set custom
values.
e. Click the Groups tab. Group membership for the client can be modified. Groups and schedules
are discussed in depth in section 10.4.4.7.
f. Click the VMware tab. Shared/clustered datastores used by the client are listed. Changed block
tracking can be enabled or disabled.
8. Run a one-time test backup of the client VM:

a. In Avamar Administrator, click Backup & Restore.
b. Click the Backup tab.
c. Inthe tree view, click the vCenter server. Active clients are listed below the tree.
d. Select a client VM. Place a check in the box next to the root level object.
e. From the pull-down menu, select Actions -> Back Up Now.
f.  Accept the default backup settings, or adjust parameters as desired.
g. Click OK.
h. Click Close.
i.  Monitor progress by returning to the main Avamar Administrator screen, and then clicking
Activity.
@ er- veselab Avamar Administrator - Activity (/) [=lo.
Actions Tools VMware Navigation Help
FelERLIIS 2]e]
Activity Monitor | Activity Summary | Actity Report | Replication Report
Status Type Source Group Plug-in Client Domain Container DD
All Statuses All Types All Sources All Groups All Plugins All Clients All Domains All Containers All Systems
Session
Status Error Code | v Start Time (CD.. | Elapsed End Time (CDT) Type Server Progress Bytes | Mew Bytes | Client B
Completed 2018-04-06 16:42 | 00n:01m:4ds | @ 2018-04-06 16:44 | Restore DD - mer-ddve.vcse.lab ckcye:) 100% | restore-testvm | N/
Completed 2018-04-06 16:16 | 00n:01m:39s | @ 2018-04-06 16:18 | On-Demand Backup | DD - mer-ddve.vcse.lab 10.7GB 19.9% | mer-ysi NI

< m >

2items (0 waiting-queued, 0 waiting-client, 0 active, 2 finished) Activity retained for 72 hours up to a maximum of 5000 rows

(V) SchiDisp: Running/Running | (¥) Mo Unacknowledged Events | () Server: Full Access

Figure 140 Activity Pane

9. Validate DD VE and AVE deployment by testing restore functionality:
a. Wait for backup in step 8 on to complete.
b. In Avamar Administrator, click Backup & Restore.
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Click the Restore tab.

In the tree view, click the vCenter server. Active clients are listed below the tree.
Select the client VM from step 8.d, and then choose the current date.

Click the backup image listed in the upper-right pane.

Select the checkbox next to the root level object in the lower-left pane.

From the pull-down menu, select Actions -> Restore Now.

In the drop-down list, select Restore to a new virtual machine.

m @™o ano0

IMPORTANT: Restoring to original virtual machine can result in data loss! Be careful not to restore to
original virtual machine unless you know for certain your use case allows for it (e.g., test VM, static VM).
Even restoring to a new VM can cause issues if you connect the VM to the network without changing IP
address within guest OS. Restoring critical infrastructure VMs like vCenter is discouraged (unless required
and the procedures are well-understood).

Click Configure Destination, enter a Name for the new VM, and then click Next.
Select a host or cluster, and then click Next.
Select a datastore, and then click Next.
. Review the details, and then click Finish.
Click OK.
Click Close.
Monitor progress by returning to the main Avamar Administrator screen and clicking Activity.

T o5 3T T

IMPORTANT: If you choose to power on the restored VM to confirm completeness, make sure to disconnect
its virtual network connections to prevent duplicate IP issues with the original.

10. Optionally, you can restore individual files from a VM image backup:
a. In Avamar Administrator, click Backup & Restore.
Click the Restore tab.
In the tree view, click the vCenter server. Active clients are listed below the tree.
Select the client VM from step 8.d, and then choose the current date.
Click the backup image listed in the upper-right pane.
Click the Browse for Granular Restore button.

~® o200

Contents of Backup 1

Figure 141 Browse for Granular Restore

g. Inthe Proxy Selection window, click OK.

h. Wait for tree view to switch to folder/file list. This may take several minutes.

i. Select the desired folders and/or files.

j-  From the pull-down menu, select Actions -> Restore Now.

k. Select Restore everything to a different location, and then click Browse to choose the
destination
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Click OK, and then click Close.

m. Monitor progress by returning to the main Avamar Administrator screen, and then clicking

Activity.

IMPORTANT: Restoring to original location can result in data loss! Be careful not to restore to original
location unless you know for certain your use case allows for it (e.g., test VM, static VM). Restoring to
critical infrastructure VMs like vCenter is discouraged (unless required and the procedures are well-
understood).

Configure Policies and Schedules
Initial deployment is fully completed and backup/restore functionality has been validated. The final process
involves setting up policies and schedules.

1. Configure the dataset default target to point to Data Domain.

a.

® oo o

2@

Open a web browser and navigate to the Avamar Administrator (MC) GUI at
https://<Avamar_VM_IP_or_ Hostname>/mc-portal/mcgui.

From Avamar Administrator, select Tools -> Manage Datasets.

Within Manage All Datasets, left-click VMware Image Dataset, and then click Edit.

Within Edit Dataset, select the Options tab.

In the Select Plug-in Type list, choose Linux VMware Image (for backing up VMs which run a
Linux OS).

Check the box next to Store backup on Data Domain system, and then select the Data
Domain system in the list.

Click OK.

Repeat step 1.d for any other datasets you intend to use (example: Windows VMware Image for
VMs running a Windows OS).
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@ mer-avamar.vcse.lab Avamar Administrator - Manage All Datasets (/) -

New Delete

=00 mer-avamar vese lab Name: /VMware Image Dataset

=% clients
=-*F MC_SYSTEM Type:  Backup Sortby: |Plugdn v
Default Dataset
Base Dataset Soucela B LTS Inclusions Options
OpenStack Image % All virtual disks | ‘ | | {5 ddr-encrypt-strength=high
SOL Server Differe el sie 2 fo doringe=1
S0L Server Full B [#N) Edit Dataset {7 ddrvm-segmentation-mode=5

{5 ddr=true

{1 run_afber_script_max_in_min=5
{1 run_before_script_max_in_min=
£ set_annotation_BackupStatus=tn
{1 snapshot_delete_retry_max=-1
{1 utilize_changed_block_list=true
WSEX_post_action_type=hA

SOL Server Increrm
Unix Dataset

are Image Dal

-1 Windows Dataset

‘ Source Data I Exdusions | Indus\ons‘ Options ‘

Select Plug-In Type:

L Linux VMware Image v

Use Changed Block Tracking (CBT) to increase performance
setannotation tag LastBackupStatus and LastSuccessfulBackup

Data Domain Settings

Store backup on Data Domain system | mer-ddvevcse.lab v

Encryption methed to Data Domain system | Default v "B exclude_delete_file=false

quiesce_timeout=15
run_after_script_max_in_min=5
run_before_script_max_in_min=
set_annotation_BackupStatus=tn
snapshot_delete_retry_max=-1
utilize_changed_block_list=true

[ show Advanced Options

‘ OK | ‘ Cancel ‘ | Help |

o | [ |

Figure 142 Edit Dataset Defaults

2. Create a backup schedule:
a. From Avamar Administrator, select Tools -> Manage Schedules.
b. Within Manage All Schedules, and then click New.
c. Inthe Name field, enter a descriptive name of your choice (example: Daily Backups).
d. Choose the desired days and timing (example: 7 days a week from 10:00 pm to 6:00 am).

NOTE: If backups do not finish by listed end time, default behavior is to terminate at that time. However, the
first backup of a client is allowed to go beyond this end time. Although a terminated backup is not visible in
Avamar, it is kept for a short time as a continuation point for the next backup (i.e., it picks up where it left off).

e. Click OK.
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Manage All Schedules

edules | Maintenance Window

™ Mew Schedule

Next Run Time: 2018-04-17 10:00 PM
r Repeat this schedule

ﬁ Mame: |Daily Backups
g

(O Daily ® Weekly O Monthly O On-Demand
[v] Sunday [v]Monday [v] Tuesday [v]Wednesday

Thursday Friday Saturday

SelectAll | [ UnselectAl

r Operating Time
Earliest start time: End no later than Backup window duration
10:00 PM -5 06:00 AM o 8 hours and 0 minutes

r Activation Constraints

Delay until Tue 2018-04-17 w (® No End Date

) End after: Tue 2018-04-17

| OK ‘ | Cancel || Help |

Figure 143 Create Backup Schedule

For ease of administration, Dell EMC recommends that you set up one or more backup groups. A group
in Avamar is merely a logical container for organizing clients. Setting attributes at the group level saves
the time and effort of setting these at individual client level. Start by creating a group to back up the
critical infrastructure appliance VMs.
3. Create a backup group:

a. From main Avamar Administrator window, click Policy.

b. From Policy window, go to Actions -> New > Group -> Backup Group.

c. Enter a descriptive name of your choice (example: Management VMs) in the Name field.

d. Enable the group by clearing the checkbox next to Disabled.

NOTE: Enabling the group means recurring backups will start being created based on the chosen schedule
when this wizard is completed.

e. Click Next.
f. Ensure that VMware Image Dataset is selected in Select an Existing Dataset list.
g. Select the desired plug-in type (example: Linux VMware Image in this case for VMs which run a

Linux OS).
h. Click Next.
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Choose the desired schedule from the list. If you created a schedule in step 2, it will be available
in the list.

Click Next.

Choose the desired retention policy, and then click Next

NOTE: Retention refers to the length of time for which the system will keep backups of a client. After that
time, the space will be reclaimed for use by the system. This guide does not discuss creation of custom
retention schedules, but this can be done from Avamar Administrator by navigating to Tools -> Manage
Retention Policies.

T o= 3

Highlight the desired clients. For the first group, select the critical management VMs such as
vCenter, OMIVV, and VSI.

. Click Include, and then click Next.

Check the box next to Auto proxy mapping, and then click Finish.

Repeat step 3 as needed to create other logical groupings of VMs for backup.

Monitor status regularly over time to ensure that backups are occurring successfully, by
navigating to the Avamar Administrator main window, and then clicking Activity.

Monitoring Components Deployment Checklist

The following should be deployed once finished with this section:

v' Deployment of OpenManage Integration for VMware vCenter

ASRNIN

Deployment of Dell EMC Virtual Storage Integrator
Deployment of Dell EMC Avamar Virtual Edition
Deployment of Dell EMC DataDomain Virtual Edition
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A Site Survey

Table 17  Network Topology

Network Topology

Switch Hostnames

Switch Hostname Management | VLT Ports
IP

S3048

S5048-Top

S5048-Bottom

Additional Configuration Notes (Spanning-Tree, Routing Protocol etc. — if applicable):

Table 18 VLAN Information
VLAN Information

Network Type | VLAN S5048-Top | S5048- VRRP IP VRRP S3048 IP
ID IP CIDR Bottom IP Group
CIDR

Out-of-Band 100

Management | 110
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VLAN Information

vMotion 120

Compute VM | 210

Table 19  Customer Network Services

Customer Network Services

Next Hop/Default Route:

DNS:

NTP:

Table 20 Switch Port Mappings

Switch Port Mappings

S5048 Top S5048 Bottom S3048
Server NIC Port 1 NIC Port 2 iDRAC
Mgmtl
Mgmt2
Compl
Comp2
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Switch Port Mappings

Comp3

Table 21

Port Channel Configuration

Port Channel Configuration

Name Role Number Switch Port(s)
VLTi peer-link 100 S5048-Top
S5048-Bottom
0]0]=] standard 101 S5048-Top
S5048-Bottom
S3408-00B
S5048-Top
S5048-Bottom
S5048-Top
S5048-Bottom
Table 22 Host Information
Host Information
Management Host Information
Hostname Management | vMotion VMK1 | iDRAC IP Service Tag
VMKO
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Host Information

MgmtO1

Mgmt02

Compute Host Information

Hostname

Management
VMKO

vMotion VMK1

iDRAC IP

Compl

Comp2

Comp3

Table 23

Management Virtual Machines

Hostname

IP Addresses

Subnet Mask

Gateway

VLAN

Size
(tiny/sm/md/lg/xI)

VCSA

OMIVV

VSI

DD VE

AVE

Avamar Proxy
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Table 24  vSphere Cluster Information

vSphere Cluster Information

Virtual Datacenter Name | Site A Management Cluster MgmtPod
Name

Cluster Hosts Mgmt01, Mgmt02

Virtual Datacenter Name | Site A Compute Cluster ComputePod

Name

Cluster Hosts

Comp01, Comp02, Comp03
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