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Document scope

The information in this document addresses the following:

Note:

Network Functions Virtualization Infrastructure (NFVI) being the entirety of all hardware and software
components to support virtual network Functions

Virtualized Infrastructure Management (VIM) to support hardware and software components, and to
manage NFVI

A greenfield deployment of the VMware vCloud NFV 2.0 platform using the following versions:

For more VMware vCloud NFV 2.0 information, see the VMware vCloud NFV 2.0 Release Notes and

the VMware vCloud NFV 2.0 Reference Architecture links in Appendix B.

VMware vCenter Server 6.5.0e
VMware vSphere Hypervisor (ESXi) 6.5.0d
VMware Virtual SAN (VSAN) 6.6
VMware NSX for vSphere 6.3.1
VMware vRealize Orchestrator Appliance 7.2.0
VMware vRealize Operations Manager 6.5
VMware vRealize Log Insight 4.3
o VMware vCloud Director for Service Providers 8.20
Design considerations used to implement the NFVI platforms that accommodate the level of
requirements for the service providers, partners, technical staff, and Dell EMC technical architects
and engineers

O O O O O O O

This document does not address:

Deployment of an environment using VMware vSphere Replication, VMware vSphere Data
Protection, or VMware Site Recovery Manager

Support escalations outside of the signed support agreement

Assumption of operations, maintenance, or communications outside of the Dell EMC signed support
agreements

Individuals using this document are considered to be Dell EMC technical architects, engineers, and
associates who participated in the series of architecture design, proof-of-concept, briefing sessions, or
technology partner programs.
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1

Physical wiring
The following image demonstrates the physical wiring that supports the vCloud NFV 2.0 architecture. It is
based on the Dell EMC Networking S4048T-ON and S6000-ON switches and Dell PowerEdge R630 servers

Management Cluster (Virtual SAN E mbedded)

Edge/Resource Cluster (Virtual SAN Embedded)

MGMT TOR (52048)

Platform Services Controllers and vCenter le
NSX Manager

vCloud Director

vRealize Operations Manager

vRealize Log Insight .

DLR B
NSX Controllers 1-3

Edge Service Gateways

Virtual Network Functions

i

kil
1G OR 10G COPPER 1G COPPER [IDRAC, SWITCH 40G QSFP+ TO QP+ FABRC
(SERVICE AUTOMATION) MGMT) INTERCON NECT)

Figure 1 Proposed physical wiring configuration for vCloud NFV 2.0 architecture
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2 Base physical network configuration without VTEP

Each server has a total of 4 x 10Gb SFP+ ports along with 2 xX1G Base-T interfaces. The ports are physically
connected to the top-of-rack (ToR) switches and to the management switch. Each switch port is tagged with
the VLAN required to connect to the network.

Note: See Appendix A for the required switch configuration details.

The vCloud NFV architecture assembles components into three different functions: Management, Edge, and
Resource. Previous VMware vCloud NFV reference architectures had these functions mapped directly to a
vSphere cluster/pod.

Note: Throughout the remainder of this document, the terms cluster and pod are used interchangeably.

The following image shows the vCloud NFV 2.0 is an alternative design that uses two pods, has been
introduced: The new design combines the Edge and Resource pods into a single pod and leaves the
management components in the Management pod. The Virtual Network Functions (VNF) and networking
functions such as Edge Service Gateway (ESG) and NSX controllers, are assigned to the Edge/Resource
pod. An overview of the clusters and networking is shown following:
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Figure 2  vCloud NFV 2.0 two pod architecture

This document is based on the two pod alternative.
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System updates

Each hardware element of the Network Functions Virtualization Infrastructure (NFVI) has the most recent
version of firmware.

Note: To view the hardware components and current version of firmware, see the System Inventory
section within the iDRAC user interface (Ul).

Manual updates using the Virtual Console and Lifecycle Controller are necessary for the 12x host machines.
To run the updates, perform the following steps:

1. Log into the iDRAC user interface (Ul) and launch the Virtual Console.

Dell Remote
ler 8

Enterprise

System Properties
PowerEdge R730xd

Summary

System Summary

Server Health Virtual Console Preview

Troubleshooting
Licenses

Intrusion

iDRAC Settings
dware

torage
Host OS

< <IN < I < B <

Figure 3 Launch iDRAC Virtual Console

2. From the virtual console, click Next Boot and select Lifecycle Controller from the list provided.

| £:| idrac-1PFSHK2, PowerEdge R730xd, User: root, 1.2 fp

File View Macros Tools Power|llextBoot‘V|nna|Med|a Help

Normal Boot
PXE
BIOS Setup
Local Floppy/Primary Removable Media
Local CD/DVD
Hard Disk Drive
Virtual Floppy
Virtual CD/DVDNSO
Local 5D Card
- By v Lifecycle Controller
- U] BIOS Boot Manager [ware
i1 I

Figure 4  Set Next Boot on iDRAC Virtual Console

—

3. Click Power then Power Cycle System (cold boot) on the Virtual Console, to reboot the server.
4. After the server has rebooted, select Firmware Update then Launch Firmware Update from the
Lifecycle Controller screen.
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Home

Lifecycle Log

Settings

System Setup

Figure 5

Firmware Update
Hardware Configuration
0S Deployment
Platform Restore

Hardware Diagnostics

Firmware Update
Lise the Firmware Update page to perform)

Launch Firrmwiare Update
aunch Firmware Rolback

Wiew Current Versions

Launch Firmware Update from Lifecycle Controller

5. From the Select Update Repository screen, select the repository location for the catalog and update
packages. For this example, the FTP Server option is used.

Lifecycle Controller

Help | About | Exit

Select Update Repository

Firmware Update: Launch Firmware Update

Step 1of 3: Select Update Repository

Select the repositary location for the catalog and update packages.
@ [FTP Server|
& Local Drive{CD or DVD or USE)
& Network Share(CIFS or NFS or HTTP Server)

Figure 6

Update repository server setting

6. Accept the default FTP address without credentials if the server has the Internet access, then click
Test Network Connection.

st bRt ¥ Eirmare Update: Launch Firmware Update
Enter Access Detals
Step 2 of 3: Enter Access Details
Success
7 Metwork Connection Test was Successfid
Server P WA 064776 Test Ntwork Commections Success
Server P MLEEMTTE
Domen e : fipeedzom
T B
Test Notwork Comctin
Cancel Back Next
Figure 7 Network Connection Test screen

7. Click the OK button, and then click Next to continue.

The system takes a few minutes to check for latest versions on the repository and present the

available system updates.

8. Verify that all the required updates are selected, then click Apply.

Dell EMC NFV Ready Bundle for VMware
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Select Upchte Repos ¥ | Firmware Update: Launch Firmware Update
v

" Select Updates | Step 3 of 3: Select Updates

Sotrce: FTP (Wtp.dsl comicatalog)
Avallable System Updates

Companent Current Avaiatio
htel(R) Ethernat 10G 4P X520M350 NOC BOE BOE

Figure 8  Apply available updates via Lifecycle Controller

The following versions were used on the setup:

Table 1 Sample setup configurations
Component Version
BIOS 234
PERC H730P Mini RAID controller | 25.5.0.0018
Lifecycle Controller 2.41.40.40
Dell 32-Bit uEFI Diagnostics 4239A33
Dell OS Driver Pack 16.10.10
SSD Disks L380
Spinning disks FJ23
BP13G+EXP 3.31
Intel® 1350 and 520s 17.5.10

Note: To update the network switches, see the Dell EMC Open Networking S6010-ON and Dell EMC Open
Networking S4048T-ON manuals in Appendix B.

Alternatively, Dell OpenManage Essentials can perform an automatic inventory of all Dell servers.

Note: OME can perform an automatic inventory of all Dell EMC servers and identify the ones that must be
updated. Updates can then be scheduled directly from the graphical user interface (GUI) without going into
the virtual console of each server.
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4 VMware vSphere install process

The vSphere Installation and Setup Guide for VMware vSphere 6.5, VMware ESXi 6.5, and vCenter Server
6.5 document describes the setup process for small and large environments. In this example, a small option is
applied using two VMware vCenter Server appliances with an embedded Platform Services Controller (PSC).
One is deployed for the Management cluster, and the other is deployed for the Edge/Resource cluster.

Note: The vCenter Server appliance can be configured on High Availability (HA), however, a large-scale
production deployment should set up replicated pairs of vCenter and PSC for full-fault tolerance.

Start the vSphere
installation and setup

Install ESXi
on at least one host

Deploy or install vCenter Server
with an embedded Platform
Services Controller

Log in to the vSphere Web
Client to create and organize
your vCenter Server inventory

End of the vSphere
installation and setup

Figure 9  vSphere installation workflow

10 Dell EMC NFV Ready Bundle for VMware
DELLEMC
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5 VMware vCenter install process

The Deploying the vCenter Server Appliance and Platform Services Controller Appliance section of the
vSphere Installation and Setup Guide for VMware vSphere 6.5, VMware ESXi 6.5, and vCenter Server 6.5
explains the installation process and alternatives. The process of installing an embedded VMware vCenter
with Platform Services Controller (PSC) is used for both Management and Edge/Resource clusters. After it is
deployed, High Availability (HA) is enabled to protect catastrophic failures.

For a greenfield deployment, select Install on a new Virtual SAN cluster containing the target host in the
Select datastore step. This guides you through the vSAN setup before deploying vCenter.

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select datastore

1 Introduci
v 1Iniraduction Select ihe storage location for this vCenter Server with an Embedded Platiorm Services Controller.

+ 2 End user license agreement
Install on an existing datastore accessible from the target host
+ 3 Select deployment ype

. ® Install on a new Virtual SAN cluster containing the target host
+ 4 Appliance deploymenttarget

+ 5 Setup appliance VM Datacenter Name NFVI

+ 6 Select deployment size Cluster Name Management_Cluster

7 Select datastore

Back Next Cancel

Figure 10 vCenter datastore selection

ver with an Embedded Platform Services Controlier

10 nems

Figure 11 vSAN datastore disk selection

Note: The vCenter deployment on a brand new ESXi host, uses the VM Network associated to vSwitchO
default port group. A port group that requires special configuration such as a VLAN ID, will not be accessible
after it is deployed. When this occurs, the following screen displays and recommends changes to guarantee
network connectivity to the vCenter deployment before completing the setup in Stage 2:

11 Dell EMC NFV Ready Bundle for VMware DEALEMC
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Deployment complete

Figure 12 vCenter Appliance Management interface error

After the management vCenter appliance is set up, enter the appropriate program licenses.

Note: The VMware vCenter, VMware vSphere with Operations Management, and VSAN licenses must all
be entered before proceeding to the next step.

Installation of the resource vCenter should be complete after the management cluster is fully set up.

12 Dell EMC NFV Ready Bundle for VMware
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6.1

13

Configure virtual networking

VMware recommends the separation of resources within a cluster (see VMware vCloud NFV Reference
Architecture Guide in Appendix B), with each containing at least four ESXi servers for the vSAN deployments
as shown in the Management Pod following image. The Management pod hosts VIM components for both the
Management and Edge/Resource pods.

Note: Management components shown in red and Edge/Resource components are shown in blue.

Management Pod

Management Pod

Managerment Distributed Switch it
i vCenter Server
| (Active)
i

vCenter Server
(Passiva)

Virtual SAN

Management Cluster
Minimum 4 VEAN Raody Modes | wSphere HA ond DRS Erabied | WSAN Ensbied

Management Pod Managed by Mansgamant Stack vCantar Sarvar

Figure 13 Management pod servers and components

After the installation of VMware vCenter and the application the appropriate licenses is complete, create the
management cluster to enable the vSAN, Distributed Resource Scheduler (DRS), and High Availability (HA),
after the VMware vSphere Distributed Switch (VDS) has been configured.

For a greenfield deployment the process, is as follows:

1. Create a data center (NFVI data center for example) by adding each of the hosts that are part of the
Management pod.

2. Create required distributed vSwitches.

3. Create a management pod to enable vSAN as indicated in the Deploy VMware Virtual SAN clusters
section.

Create data center and add management hosts

After the data center has been created, add at least four hosts to create the management cluster.

Dell EMC NFV Ready Bundle for VMware DELLEMC



6.2

vmware* vSphere Web Client ft

j Navigator

] 4 Backr

| O @ 8 Q
‘j; J management-vcenter6.dellemc.local
EETET
» @management—sewerzo dellemc.local
» @managemen!—sewerﬂ dellemc local
» @management—sewerzz dellemc local
» Q\managemem-servern dellemc.local

Figure 14  Servers listed within management cluster

Create required virtual distributed switches
Taken from the Architecting a vCloud NFV Platform RA v2.0 Guide, the following image shows the underlying

Virtual Distributed Switch (VDS) configuration suggested for the Management and Edge/Resource clusters:

Management Pod

'
) ESXiHost
$ Teaming

VLAN 500

o V
2x10GbE

Management Network |}

Virtual Machine
VLAN 700

External Network .

Virtual Machine

Distributed vSwitch ,

' VLAN 100 Teaming

; ESXi Management .
H

VMkernel

vV
2x10GbE
H VLAN 200

vMotion Network .
VMkernel
. VLAN 300

vSAN Network |

VMkernel

VLAN 400

Replication Network |

VMkermel

jrememn-
-t
pebenean

[ Distributed vSwitch

Edge / Resource Pod

ESXi Host
VLAN 500

+] Teaming

Management Network I.

Virtual Machine
VLAN 700

External Network |[J

Virtual Machine

VXLANs

II Port Group

Virtual Machine

VNF Networks

VLAN 100

1] 2x106bE
:

+| Teaming

ESXi Management |[i§

VMkernel
VLAN 200

vMotion Network |JJ

VMkernel

VLAN 300

vSAN Network ||l

VMkernel

Distributed vSwitch

5 2x10GbE

VDS: Infrastructure VDS: Virtual Machine

Figure 15 Suggested Management and Edge/Resource pod configurations

While the number of NICs and VDSs to use is not suggested, the port groups and the VMkernel services
shown in the image below, are required. Teamed interfaces are optional for a proof of concept or test
deployment however, they are mandatory in a production environment with Fault Tolerance requirements.

To create the required virtual distributed switches, perform the following:

Note: See Appendix B for information about accessing the vSphere Networking VMware vSphere 6.5,
VMware ESXI 6.5, and vCenter Server 6.5 guide.

1. Select the data center, and create a distributed switch.

14
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2. Select Distributed Switch 6.5.
3. Select the required number of uplinks.

Note: The number of require uplinks depends on the number of physical NICs assigned to the VDS.
Note: Do not create a default port group at this time.

4. Click Finish.
After the VDS is created, management hosts can be added to it.
5. Right click VDS and select Add and Manage Hosts.

Note: Template mode can be used if all the hosts have identical NIC layout.

[ Add and Manage Hosts 3

v 1 Selectiask Selecthosts
Selecthosts to add te this distnbuted switch.

Bl 2 Sclecihosts

" 3 Select emplae host

4 Select network adapler asks

Manage physical network

5 adapters (emplate mode)

rver2i dellemc loca Connected

fverz1 gelieme loca connected
2 delleme loca Connected

~server23 dellemc loca Connectad

[ Congure identical netwark sefings on mulBiple hosts (lemplate mode) @

Back Next Cancel

Figure 16 Host selection in template mode

6. Select Manage physical network adapters to associate the uplinks to this DVS, then click Next.
7. Click to select the uplinks to be associated with the VDS.
8. Click Next.

The Manage physical network adapters, template mode, window displays.

[ Add and Manage Hosts. B

1 Slectlsk Manage physical network adapters (template mode)
Add or remove physical network adapters to this distributed switch
v 2 Selecthosts

v 3 Selectiemplate host © cont

he template host in this switch
V4 Selectnetwork adapter asks

As
5 Manage physical network =
adapters (emplate mode) s Adepios 3x
- ~ §J management.server20.dellemc.loca...
~ Onthis switch
8 vmnicd (Assigned) - Uplink 1 VMW_infrastructu-DVU
@ vmnic7 (Assigned) - Uplink 2 VMW_infrastructu-DVU.
~ On other switches/unclaimed
. vmnico vSwitch0
© Apply the physical network adapter assignments on this switch for the template host to all hosts

§ #oplyoall wResetal

Uplink 1

Uplink 2 My

vSwitch0

Back Next Cancel

Figure 17  Configure network adapters in template mode
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Note: Select Apply to all to use the same configuration on each of the selected hosts.

9. Analyze the impact, click Next, and then click Finish.
10. For each of the networks created in this section, select the appropriate VLAN ID, and add port groups
to the VDS.

& VMware_Infrastructure
Getting Started  Summary

“
» Settings

Properties

LACP

Private VLAN

NetFlow

Port mirroring

Heaith check
+ Resource Allocation

System traffic

Network resource poois
v More

Network Protocol Profiles

230 @ e Gy

Monitor  Configure | Permissions Ports  Hosts  VMs

2B a0

& ESXi_Management o
VLAN ID: 2124
Virtual Machines (0

2 Replication (i}
VLAN ID: 60
Virtual Machines (0
2 iotion )
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Virtual Machines (0

2 VSAN [}
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vmnic4 manageme:
vmnicd managemei

v B8 Uplink 2 (4 NIC
vmnic7 manageme:
vmnic7 management-server23

vmnic7 management-server22

oece oeee ©

vmnic7 management-server20

Figure 18 Port group configuration

11. Create more management VMkernel interfaces for the ESXi servers and add them to the

ESXi_Management port group.
12. Right click the VDS and select Manage Host Networking as the task.
13. Select the Manage VMkernel adapters as the network adapter task for the ESXi management,

VSAN, vMotion and the Replication options, and associate them with the appropriate distributed port

group.

== VMware_lnfrastructure

Gefting Started  Summary

“
~ Settings
Properties
Topology
LACP
Private VLAN
NetFlow
Port mirroring
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« More
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2E =0
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vmkD @ 172.16.124.23
vmkD : 172.16.124.22
vmkD © 172.16.124.21
72

vmkD : 172.16.124.20

Virtual Machines (0)

g Replication
VLAN I0: 60
» VMkemel Ports (4
Virtual Machines (D)

& vMotion

Virtual Machines (0)

(&, ESXi_Management
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Figure 19 View of configured VDS infrastructure

14. To add other DVS or port groups, repeat the steps preceding.
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Deploy VMware Virtual SAN clusters

Each server has a mix, or hybrid, of solid state and spinning drives for storage deployment. For VMware
VSAN, the solid-state disks are required for the cache tier, while the spinning disks make up the capacity tier.
Each Dell EMC server is configured for a host bus adapter (HBA) in non-RAID mode since the vSAN software

handles the redundancy and storage cluster information.

There are two types of clusters: Management and Edge/Resource. To make the hardware configuration
simple, the HY-4 Series vSAN Ready Nodes were selected. These modified systems accommodate more
performance in the resource cluster and limit disk capacity in the management and edge clusters.

Note: For more information about the vSAN Ready Node program, see Appendix B for information about
accessing the Administering VMware Virtual SAN document and the VMware vSAN Ready Node

Configurator.

To create a VSAN cluster using Management Servers, perform the following steps:

1. Right-click a data center in the vSphere Web Client and select New Cluster.
2. Enter a name for the cluster in the Name text box.
3. Verify that the DRS and vSphere HA check boxes are not selected.
4. Locate the vSAN option and click to place a check in the Turn ON check box, then click OK.
The cluster displays in the inventory.
UJ New Cluster 2

Name Management_Cluster
Locanon i NPV

» DRS [[] Turn ON

» vSphere HA ] Tum ON

» EVC Disable
vSAN [#] Tum ON

oK Cance:

Figure 20 Management cluster creation with vSAN enabled

5. Inthe left-navigation, click vSAN to expand the section.

Click General, then the Configure tab.
7. Verify that the Add disks to storage option is set to Manual, and that Networking mode is set to

Unicast.

o

Note: Unicast networking for vSAN is supported on the ESXi server version 6.5e and above.

Dell EMC NFV Ready Bundle for VMware DEALEMC
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7\ Management_Cluster

U5

Monitor

Getting Started  Summary

« VvSAN is Tumed ON
w Services

Add disks to storage

vSphere DRS

Configure | Permissions Hosts VMs

{8§Actions ~

Datast(

Manual

Deduplication and compression Disabled

vSphere Availability
» Encryption
w VSAN

Figure 21

Networking mode

Default vSAN configuration

Disabled

Unicast

8. Right click the cluster and assign the VSAN license to the cluster.

9. Add the servers to the cluster.

Note: Currently, only the node used for vCenter installation should have disks claimed for the vSAN.

Navigator X [ management_Cluster

e

(g3 Actions +

4 Back

Geting Staried  Summary  Monitor | Configure | Permissions Hosls VMs Dafastores MNetworks  Update Manager

v | 8 @
~ (A management-veenterd dellemc local
- [l NFVI
< I, Management_Cluster

[R management-server20.delleme local
[ management-server21 dellemc local
[ management-server22 dellemclocal
[ management-server23.delleme local
(g Management vCenter

“

- Services
vSphere DRS
vSphere Availability
~ Virtual SAN

General

Fault Domains & Stretched
Cluster

Health and Performance
iSCSl Targets
iSC Sl Initiator Groups
~ Configuration
General
Licensing
VMware EVC
VM/Host Groups
VMiHost Rules
VM Overrides
Host Options

Profiles

1O Filters

Disk Management

Disk Groups

s Disks
4 g a~=Ec¢ (@ Fiter -)
Disk Group Disks i Use state Virual SAN H.. | Type FautD
- E\ management-server20 dellemc.local 3of10 Connected Healthy
E‘ Disk group (02000000005000cca04ebadcadd855534d4d3. 3 Mounted Healthy Hybrid
B management-server21.dellemc.local Oof10 Connected Healthy
F_\l‘ management-server22 dellemc.local Oof10 Connected Healthy
E\ management-server23 dellemc local 0of10 Connected Healthy
H Sitems [J Bxport - (25 Copy~
Disk group (02000000005000cca04ebadcad4855534d4d31): Disks
f=) @NI Actions ~ Show: seld
Name DiveType | Disk Tier Capaciy Vitual SAN Heatth Status. | State
Local HGST Disk (naa 5000cca04ebadcad) Flash Cache 37261GB Healthy Moun
& Local HGST Disk (naa.5000cca0802d55¢cc) HDD Capacity 1097B Healthy Moun
&3 Local HGST Disk (naa.5000cca0802eea10) HDD Capacity 1097B Healthy Moun

Jitems [J Bxport~ [ Copy—

Figure 22 vSAN disk management

10. Click Cluster, then click Configure, vSAN, then Disk Management to create a disk group for each

of the servers on the cluster.

Note: The following image shows the setup that supports the vSAN on the management cluster.
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[® Management_Cluster 7] [ i | {g3Actions ~

Getting Started  Summary  Monitor | Configure | Permissions Hosts WMs Datastores Networks Update Manager

4 Disk Groups D

« Services @ a. a -z e (Q Fiter
AL LA Disk Group Disks in Use State Virual SAN H... Type
[EEphev Rl aElIRY - B management-server2 1 dellemc local 20f10 Connected Healthy

v Virtual SAN g Disk group {02000000005000cca04ebb08b04855534d4d31) 2 Mounted Healthy Hybrid
General - E management-server22.delleme local 20f10 Connected Healthy

8 Disk oroup (02000000005000cca04ebb0T00485553404d31) | 2 Mounted Healthy | Hybrid
Fault Domains & Stretched - IZ‘ management-servar23 dellemc local 20f10 Connected Healthy
Cluster E5 Disk group (02000000005000cca04ebaefbc4855534d4031) 2 Mounted Healthy Hybrid
Health and Performance ~ [ management-server20.dellem local 20f10 Connected Healthy
iSCSI Targets g Disk group (02000000005000cca04ebadcad4855534d4d31) 2 Mounted Healthy Hybrid
iSCSl Initiator Groups

« Configuration '" T D Ex
General

Figure 23 vSAN for Management cluster with disk groups configured

11. Click Cluster, Monitor, vSAN, Health, and then Retest to perform a vSAN health check.

vmware® vSphere Web Client  #= U | Administrator@VSPHERELOCAL ~ | Hep - | (EYEEEE
RNavigator X || CJ Management_Cluster ) [ 0 ighActions + =
4 Back Getting Started  Summary | Monnu(‘ Configure  Permissions Hosts WMs Datastores Metworks  Update Manager
| B =] a a : —
» (5 managementvcenters.calame loca [1esues | Perfarmance | Tasks & Events | Profile Compliance | Rasourca Resention ‘\.em| Utilization
- [ NFVI
» Cgixia_Servers “ WSAN Health (Last checked: Todayat 10:47 AM)
@ managementserver20 deflemc.laca Copacly Ay Waming » Hardware compatibiity
[ management-server21.delieme.aca ey Coamioa sats A Weming » Peromance cervice
[g management-server22 detlemc local Virtmsd Oects — Nt
g managem €23 dellemc loca O Possed Lo
5 EdgeRes: Center Physical Disks @ Passed » Physical disk
G Management_vCenter iSCS Targets. G Fassed > Dats
Proactive Tests @ Passed > Cluster
@ Passed v Limits
@ Skpoed » Onime health (Disabled)

Figure 24 Performing vSAN health check

Note: Persistent storage should be used for logs, stack traces, and memory dumps. It should not be part of
the vSAN datastore as a failure on the vSAN impacts accessibility to the log information. Either reserve a
disk on each server for this purpose or configure the ESXi dump and the Syslog collector on each host to
send logging information to vCenter.

12. After the vSAN clusters have been created and tested, use the System logs are stored on non-
persistent storage and Configuring syslog on ESXi knowledge base articles to assist with updating
the system logging location in each file.

13. Use the Enabling VMware High Availability and VMware Distributed Resource Scheduler in a cluster
knowledge base article to help you enable Distributed Resource Scheduler (DRS) and High
Availability (HA).
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@ Management_Cluster - Edit Cluster Settings

RELIE Y » DRS Automation

Failures and Responses

Proactive HA Failures
and Responses » Power Management

Admission Control

» Additional Options

» Advanced Options
Heartbeat Datastores

Advanced Options

B Turn ON vSphere DRS

(FulyAomated [ |
Expand for policies
on [-)

None

Figure 25 Enabling DRS

% Management_Cluster - Edit Cluster Settings

(2)

vSphere DRS vSphere Availability
phere Awilability
Failures and Responses
Proactive HAFailures [ Turn ON vSphere HA

and Responses
P [ Turm on Proactive HA @
Admission Control

vSphere Availability s comprised of vSpnere HA and Proactive HA. To enable Proactive HA you must also enable DRS on the cluster

Datastore with Permanent ¢ Disabled
Device Loss

Datastore with All Paths ¢ Disabled
Down

Guestnot heartbeating © Disabled

«

Heartbeat Datastores Failure | Response Details
Advanced Options Hostfailure © Restart VMs Res1art Vs using VM restart priority ordering
Proactive HA © Manual No response because no Proactive HA provider s enabled on he
cluster.
HostIsolation @ Disabled VS on Isolated hosts will remain powered on

Datastore protection for All Paths Down and Permanent Device Loss is;
disabled

Datastore protection for All Paths Down and Permanent Device Loss is
disabled

Viand application monitoring disabled

Figure 26 Enabling HA

14. Click the Monitor tab again to verify vSphere DRS and vSphere HA health.
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Deploy NSX for VMware vSphere Manager

The following instructions outline the steps necessary to deploy the NSX managers for the Management and
Edge/Resource cluster. See the NSX Installation Guide link in Appendix B for more details.

Note: vCloud NFV 2.0 uses NSX release 6.3.1.

1. Deploy the OVF templates for NSX Manager 1 (Management Cluster) and NSX Manager 2
(Edge/Resource cluster).

2. After deployed, connect each NSX manager to the corresponding VMware vCenter by logging in to
the web interface of each manager.

3. Select Manage vCenter Registration.

4. Using the Install and Assign NSX for vSphere License instructions found in the NSX Installation
Guide (see Appendix B to access the document link), apply the NSX licenses to each vCenter.

5. Log out of the vSphere Web Client then log back in.
A new Networking and Security icon displays on the home screen.

6. Click Home, Networking & Security, and then Installation.

7. Select the NSX Manager, and then Add a new controller.

Note: This step can be repeated for controllers 2 and 3.

Add Controller 2

Mame: #| EdgeResCirl1

NSX Manager #| 172.16.124.46 hd
Datacenter: *| Telco T
Cluster/Resource Pool: = Eaﬁe_R-e_source A
Datastore: #| vsanDatastore -

Host: b

Folder -
Connected To: % ESXi_Management | Change Remove
1P Pool: = | NSX_Ctrl_Pool Select
Password: i preveversens

Confirm password: J Peverera——

OK Cancel |
Figure 27 Adding controller to NSX Manager
8. Using the range for the controllers to connect over the management port group, make a new IP pool.

Note: The total time to deploy each controller is approximately 4 minutes.

9. Use the Exclude Virtual Machines from Firewall protection instructions found in the NSX Installation
Guide (see Appendix B to access the document link) to exclude vCenter Server from any future
firewall rules.

10. Following the information provided in the Prepare Host Clusters for NSX instructions provided in the
NSX Installation Guide (see Appendix B to access the document link), ensure that the prerequisites
outlined in that section, have been addressed.
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11. After the prerequisites have been addressed, log in to the vSphere web Client.
12. Click Home, Networking & Security, Installation, and then click the Host Preparation tab.
13. Click Actions and then Install.

(4 Back  » Manag% Host Preparation | Logical Netwt
Networking & Security

NSX Home NSX Manager: [ 172.16.124.46 |~

£ Dashboard

e NSX Component Installation on Hosts
£ Installation

m Logical Switches
== NSXEdges

P Firewall

¥3, SpoofGuard

@ Senvice Definitions

ﬁ resource-server27.dellemc.local

[ resource-server3a.dellemc.local

Figure 28 Installing NSX on ESXi servers

14. Repeat the same procedure for the management cluster on the management vCenter, which is
managed by a separate NSX Manager.

15. For the Resource cluster, configure VXLAN by selecting Not Configured in the VXLAN column and
edit the VXLAN Settings.

Note: The segment ID range is 5000 — 7999.

Provide a Segment ID pool and Multicast range unique to this NSX Manager.

Segment D pool *| 5000-7999
(In the range of 5000-16777215)

[ Enable Multicast addressing
Muiticast addresses are required only for Hybrid and Multicast control piane modes.

L_oc J[ cucat

Figure 29 Addition of local networks
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9 Add a transport zone

A transport zone defines the span of a logical switch/network, and defines a collection of ESXi hosts that can
communicate with each other in the physical infrastructure. Communication between ESXi hosts in the
underlay happens with a VXLAN tunnel end point (VTEP) IP as source and destination. It is important to
understand the relationship between the VTEP, a VMware vSphere Distributed Switch (VDS), transport zone,
and logical switch to understand the VMware NSX VXLAN-based overlay networking.

Each ESXi host is identified by the NSX manager with the help of a unique VTEP IP assigned during the host
preparation process of the NSX installation. A VDS is a group of VTEPs and uplink ports, part of a given
cluster. A VDS can be centrally configured and managed through vCenter networking. A transport zone
combines compute and edge VDSs, with a logical switch typically associated with it. Broadcast domain of the
L2 logical switch is limited by the scope of the transport zone. By this definition, the scope of a logical switch
can extend across multiple clusters. Hosts in the management cluster never have to be part of the transport
zone, as logical networks should not span across management hosts.

== New Transport Zone M
Hame WHLAM Transport Network
Description
Replication mode: Multicast
Unicast
I
Hytrid
Select clusters that will be part of the Transport Zone
Mame NS vSwitch Status
v [} Edge == Edge VAN & Nommal
M [P compute == Compute ViLAN @ Normal

Figure 30 Transport zone configuration in NSX Manager

To add a transport zone, perform the following steps:

1. Log in to the vSphere Web Client.
2. From the vSphere Web Client main screen, click Home, Networking & Security, and then
Installation.
Click the Logical Network Preparation tab.
4. Click Transport Zones, and then click the green New Transport Zone icon.
The New Transport Zone screen displays.
5. Inthe New Transport Zone dialog box, enter the desired name in the Name: field and a description
for the transport zone, in the Description: field.
6. Click to select one of the following control plane mode options:
e Multicast — Multicast used in the physical network are used for the VXLAN control plane
e Unicast — VXLAN control plate handled by the NSX Controller Cluster
o Hybrid — Offloads local traffic replication to a physical network
7. Click to place a check in the box next to each of the clusters to be part of the Transport Zone.
8. Click OK.

w
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10 VMware vCloud Director deployment

Reference the vCloud Director Installation and Upgrade Guide in Appendix B to obtain detailed installation
and upgrade instructions for the VMware vCloud Director v8.20.
To deploy the VMware vCloud Director, perform the following steps:

1. Install Microsoft® Windows Server® 2012 R2.

Note: A database server configured with 16GB of memory, 100GB storage, and four CPUs is adequate for
most vCloud Director clusters.

2. Next, install Microsoft® SQL Server® 2008 R2.

3. Mount the SQL Server ISO file to a virtual machine (VM) CD or DVD.

4. Open the Windows File Explorer on the CD or DVD and double-click the setup.exe listing to begin
the installation.

kd » ThisPC » DVD Drive (D:) SQLFULL_ENU »

Name - Date modified Type

4 Files Currently on the Disc (15)
1033 ENU_LP 20/2010 2:36
264 4/20/2010 2:40 PM
MasterDataServices
redist
resources
Streaminsight
x6d 2 2
x86 4/20/2010 2:4

@ | autorun 21 AM

| Mediainfo 4/5/2 453 PM ML File
Microsoft.VC80.CRT.manifest 407 AM  MANIFEST File

%, msver80.dil 3/31/2 409 AM \pplication exte

&l setup 4 S6AM  Applicati

- setup.exe 373072010 11:52PM  CONFIG File 1KB

% sqmapi.dil 47372010 11:47 AM Applicati

Figure 31  Mounting SQL 1SO for installation

5. Once complete, click Security to view the Server Properties screen.
6. Inthe Server authentication section, verify that SQL Server and Windows Authentication mode
is selected.
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i3 Server Properties - VCDMSSQL1
Selecta page - .
2 General 5 Sewt ~ [Hen
8 Memory
A
}&m Server authergication
jéﬁrﬂ; 2 Windows Authertication made
28 Database Settings
A Advanced (@) SOL Server srd Windows Authertication made
27 Pemissions
Login audiing
© None
@) Fadad logins oniy
() Successful logns anly
() Both faled and succesafil lgine
Senver proy ccourt
[] Ensble server proxy sccourt
Coameclon
Server
doeal) Options

Figure 32 SQL server security settings

7. Create SQL tables for VCD and run the following commands in the Windows DOS shell:

Note: These commands should be performed by a user with administrator access.

sglcmd

use master

go

drop database vcloud
go

CREATE DATABASE vcloud

(1f the database is been created before)

ON
( NAME = vcloud,
FILENAME = 'C:\vcloud.mdf', SIZE = 100MB, FILEGROWTH = 10%
)
LOG ON
( NAME = vcdb log, FILENAME = 'C:\vcloud.1ldf', SIZE = 1MB, FILEGROWTH
10%
) i
GO
USE [vcloud]
GO
ALTER DATABASE [vcloud] SET SINGLE USER WITH ROLLBACK IMMEDIATE;
ALTER DATABASE [vcloud] SET ALLOW_SNAPSHOT_ISOLATION ON;
ALTER DATABASE [vcloud] SET READ COMMITTED SNAPSHOT ON WITH NO WAIT;
ALTER DATABASE [vcloud] SET MULTI USER;
GO
USE [vcloud]
GO
CREATE LOGIN [vcloud] WITH PASSWORD = 'wvcloudpass', DEFAULT_DATABASE
=[vcloud],
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8.

DEFAULT LANGUAGE =[us_english], CHECK POLICY=OFF
GO

CREATE USER [vcloud] for LOGIN [vcloud]

GO

USE [vcloud]

GO

sp_addrolemember [db owner], [vcloud]
GO

Create a VM for CentOS 7.

Note: Version 5 of the vCloud Director Hardware and Software Requirements guide indicates 2G of memory
and approximately 1G of free space for the VM. A VM with 100GB of storage, two vCPUs and 16GB of RAM
is sufficient.

9.

10.

11.

12.

13.

Add iconfig functions for convenience by installing the net-tools package.
yum install net-tools
Enter the following commands to stop and disable the NetworkManager:

systemctl stop NetworkManager
systemctl disable NetworkManager

Add two IP addresses to the server (one for http, and one for consoleproxy) by entering the following
information to the /etc/sysconfig/network-scripts/ifcfg-ens192 file (or to an applicable
network script):

BOOTPROTO=none
ONBOOT=yes
DEVICE=ens192
ONBOOT=yes
IPADDRO=172.16.124.61
PREFIX0=24
IPADDR1=172.16.124.62
PREFIX1=24
GATEWAY=172.16.124.1
DNS1=8.8.8.8
DNS2=172.16.101.235

Use the following command to restart the network:
systemctl restart network
Enter the following command to install the VCD required Linux libraries:

yum install 1ibICE 1ibSM 1ibX11l libXau libXdmcp libXext 1ibXi 1libXt
libXtst redhat-1sb wget
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14. Use the following information to create a self-signed SSL certificate for http modifying the required IP
and DNS information:

Note: The keytool is located at: /opt/vmware/vcloud-director/jre/bin/keytool

/opt/vmware/vcloud-director/jre/bin/keytool -keystore certificates.ks -
alias http -storepass dangerous -keypass dangerous -storetype JCEKS -
genkeypair -keyalg RSA -keysize 2048 -validity 365 -dname
"CN=localhost.localdomain, OU=Engineering, O=Dell Corp, L=Santa Clara
S=California C=US" -ext "san=dns:vcloud.dellemc.local,ip:172.16.124.61"

15. Use the following information to create a self-signed SSL certificate for consoleproxy modifying the
required IP and DNS information:

/opt/vmware/vcloud-director/jre/bin/keytool -keystore certificates.ks -
alias consoleproxy -storepass dangerous -keypass dangerous -storetype
JCEKS -genkeypair -keyalg RSA -keysize 2048 -validity 365 -dname
"CN=localhost.localdomain, OU=Engineering, O=Dell Corp, L=Santa Clara
S=California C=US" -ext "san=dns:vcloud2.dellemc.local,ip:172.16.124.62"

16. Copy and save the certificate file to the /opt/keystore folder for VCD access.

Note: The certificates.ks file holds the certificates for both http and consoleproxy

[root@localhost ~]# mkdir -p /opt/keystore
[root@localhost ~]# mv certificates.ks /opt/keystore/

17. Start the VCD installation and select Yes to run the configure script.
18. Since VCD will be installed in stand-alone mode, omit the step to mount a shared transfer server
storage using the following command:

[root@localhost ~1# ./vmware-vcloud-director-distribution-8.20.0-
5070903.bin

19. Run the configure script and provide the information pertaining to your system:

Would you like to run the script now? (y/n)? y

Welcome to the vCloud Director configuration utility.

Please enter your choice for the HTTP service IP address:
1. 172.16.124.61

172.16.124.62

127.0.0.1

[fe80:0:0:0:250:56ff:feb9:8b49%ens192]

[0:0:0:0:0:0:0:1%10]

efault=1]: 1

Q. U b w N

Choice [

Please enter your choice for the remote console proxy IP address:
1. 172.16.124.62
2. 127.0.0.1
3. [fe80:0:0:0:250:56ff:feb9:8b49%ensl92]
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4, [0:0:0:0:0:0:0:1%10]
Choice [default=1]: 1

Please enter the path to the Java keystore containing your SSL
certificates and

private keys: /opt/keystore/certificates.ks

Please enter the password for the keystore:dangerous

Syslog host name or IP address [press Enter to skip]:
No syslog host was specified, disabling remote audit logging.

The following database types are supported:
1. Oracle
2. Microsoft SQL Server
Enter the database type [default=1l]: 2
Enter the host (or IP address) for the database: 172.16.124.60
Enter the database port [default=1433]:
Using default value "1433" for port.

Enter the database name [default=vcloud]:
Using default value "vcloud" for database name.

Enter the database instance [Press enter to use the server's default
instance]:
Using server's default instance name.

Enter the database username: vcloud
Enter the database password: vcloudpass
Connecting to the database:
jdbc:jtds:sglserver://172.16.124.60:1433/vcloud; socketTimeout=90; prepareSQ
........................................ /Database configuration complete.
vCloud Director configuration is now complete.
Once the vCloud Director server has been started you will be able to
access the first-time setup wizard at this URL:

https://ved.dellemc.local
Would you like to start the vCloud Director service now? If you choose not
to start it now, you can manually start it at any time using this command:
service vmware-vcd start

Start it now? [y/n] y

Starting vmware-vcd-watchdog: [ OK ]
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20.

21.

Note:

22.
23.

Starting vmware-vcd-cell [ OK ]

To disable the function that allows the VCD service to start automatically during system boot, enter
the following command:

chkconfig --del vmware-vcd
Enter the following command to turn off the iptable service:

service iptables stop
chkconfig iptables off

Depending on the CentOS version installed, firewalld should be disabled.

service firewalld stop
chkconfig firewalld off

After the installation is complete, allow the web server come up.
Open a web browser and enter the following URL:

https://<your CentOS ip address>

Note: VMware recommends the use of either Mozilla Firefox or Google Chrome as each browser program
has been tested. VMware recommends that one of these two applications be selected and consistently used
for VCD purposes.

24,

Enter the VCD license key, then complete the setup wizard.

Vihware vCloud Director Setup @ =

Welcome

:; VMware vCloud Director

License Agreement

Licensing

Enter your VCO license Key.

Figure 33 VMware vCloud Director License key screen

25.
26.

27.

Note:

Log in to the VCD using the newly created credentials.

From the Home screen, click Attach vCenter.

The Attach New vCenter window displays.

Enter the Host name or IP address, Port Number, User name, Password, and vCenter name
credentials for the Edge/Resource vCenter in the fields provided.

It is important to identify how NSX was registered with vCenter. From the NSX Manager, check the

vCenter registration. If shown, use the FQDN in the window below, otherwise use the IP.
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Attach New vCenter

Connect to vShield Manager

Ready to Complete

Name this vCenter
Name this vCenter
Enter the connection informaticn, name, and description for the new vCenter as you want it to appear in vCloud Director.

Host name or IP address. fesource-veenterd delleme Joca | =

Port Number 443 *
User name [sdministrator@usphere local | =
Password T

vCenter name

Description:

vSphere Web Client URL:

EdgeResourceVC *

() UsevSphere Services to provide this URL

(o) Use the following URL:

hitp:/fexample.com/vsphers-clisnt

Finish Canc:

Figure 34 Attach New vCenter to VCD

28. Click Next.

The Connect to vShield Manger window displays.
29. From the Connect to vShield Manager screen, enter the Hostname or IP address, User name,
and Password for the NSX Manager, in the fields provided.

Attach New vCenter

Q|

Name this vCenter

Connect to vShield Manager

Ready to Complete

Connect to vShield Manager

vShield Manager is required for network services in vCloud Director. Enter the connection information for the vShield
Manager that is associated with this vCenter. Make sure that vShield Manager is already registerad with the vCenter.

Hostname or IF address: | 172.16.124.46 | =
User name: Tadmn s
Password: [ | s

Figure 35 Attach NSX to VCD

Note: Use the vCenter to verify how the NSX manager is registered and use the FQDN or IP accordingly.

Check the vCloud Director Installation and Upgrade Guide in Appendix B for information on how to provision
cloud resources on VCD and use them for automated deployments.
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11 Install and Deploy VMware vRealize Operations Manager

To install and deploy the VMware vRealize Operations Manager, perform the following steps:

1.
2.

Note:

© N gk

Note:

9.

10.
11.
12.

13.

A Audit

‘ T - 300 £ | & Solutions
Y Solutions 5
2 # [Show: | All Solutions %
[E] Licensing 3 Do
[i] Credentials
@_’j VMware vSphere Manages vSphere objects such as Cl 6.0.5097597 VMware Inc.
£ Policies & VMware vRealize Log Insight Management Pack for VMware vReali... | 6.0.5021206 VMware Inc.

© Inventory Explorer
#\ Object Relationships
25 Maintenance Schedules BB operating Systems / Remote Service | The End Point Operations Manageme. 1.0.5006470 VMware Inc.

& Access Control

%3 Authentication Sources

£ Cluster Management
{4 Certificates

(@ Outbound Settings

Recent Task

Highlight the management cluster and deploy the vRealize Operations Manager OVA template.
Designate the name, location, and configuration size of the environment to be used for the appliance.

For a POC environment, select a small size.

Click to highlight the vSAN datastore for the storage location.

Select the management network as the destination network for Network 1.

Customize the template according to the parameters of your network.

Review the settings then click Finish.

Power on the virtual appliance and use a web browser to configure the newly added node.
From the new cluster user interface (Ul), select Express Installation to create a new vRealize
Operations Manager cluster.

This node becomes the master.

Enter a password for the admin user, then complete the setup.

After a few minutes, the Ul prompts for user name and password.

The application wizard prompts you to enter a license to complete the installation.

After the installation is complete, use the vRealize Operations Manager to add the Management and
Edge/Resource vCenter.

Click Administration, Solutions, VMware vSphere, and then Configure.

&3 VMware vRealize Business for Cloud Management Pack for VMware vReali... | 6.0.5021207 VMware Inc

VMware vSphere Solution Details

=]

vCenter Adapter Not configured N/A N/A

Figure 36  Addition of vCenter to vRealize Operations Manager

14.

Click the + sign to enter the required credentials to the vCenter.
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Manage Credential ? X
Credential name ) |
User Name @vsphere local |
Password | essssssens

| ok || cancal

Figure 37 vCenter SSO credentials

15. Click Test Connection, then click Save Settings.
16. Repeat the steps for the Edge/Resource vCenter.

17. The vRealize Operations Manager begins collecting information about vCenter and its linked hosts
and services.

18. Click the Home icon to display information.

vmware vRealize Operations Manager

(RS 3 Avout | Help  admin v ()
| homnsvason - | () @ @ @ & | ()Mome  Dsstoosmalste | Actons v
_j' “Home °| Recommendations  Disgnoss °  SefHesith 4 Loginsight & & Capacity & g avm * 4 el
@ Hens >
el ;| B —
& Content > | [5e0pe An vCenters X|> vCenter Server (2)
& admiiswation > E—
&8 Log Insight Health Status
3 Business Management

Worst Health

Figure 38 VMware vRealize Home screen with vCenter additions
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Install and Deploy VMware vRealize Log Insight 4.3

The VMware vRealize Log Insight is a virtual appliance that must be deployed in the vSphere environment.
Before installing vRealize Log Insight, consider the following:

e Verify that you have a copy of the vRealize Log Insight virtual appliance . ova file
e You have the necessary authorization or permission to deploy OVF templates
e Meet the minimum resource requirements to perform the installation
e You are aware of the appliance sizing recommendations
Once these prerequisites have been addressed, proceed with the installation and deployment process:

1. Highlight the Management cluster and deploy the vRealize Log Insight Manager OVA template.
Designate the name and location to be used for the appliance.
3. Review the details of the template then click Next.
The license agreement displays.
4. Click Accept to approve the terms outlined in the license agreement, then select the size of the
environment to be configured.

n

Note: For a POC environment, select a small size.

Click to highlight the vSAN datastore for the storage location.

Select the management network as the destination network for Network 1.

Customize the template according to the parameters of your network.

Review the settings then click Finish to initiate the import and deployment of the OVF package.
Once the template is deployed, start the virtual machine (VM).

10. Open a web browser then navigate to the following URL through the wizard:

© o N U

https://<vloginVM IP address>

The Welcome to VMware Log Insight window displays.

11. Click the Next button to continue.

VMWare' Log Insight

Setup

Welcome to vRealize Log Insight

Ne'll walk through a few settings first. Click 'Next' to begin

[t

Figure 39 VMware vRealize Log Insight Welcome message

The Choose Deployment Type window displays.

12. Click the Start New Deployment button to continue.
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Choose Deployment Type

Are you starting a new Log Insight deployment or joining an existing one?
(If this is your first time running Log Insight, choose "Start New Deployment"”.)

Join Existing Deployment Start New Deployment

Figure 40 VMware vRealize Log Insight Choose Deployment window

The Admin Credentials window displays.

13. In the Admin Credentials window, enter the Email, New password, and Confirm new password
information in the required fields.

Admin Credentials

Username admin

Email
New password 9

Confirm new password

Save and Continue

Figure 41 VMware vRealize Log Insight credentials

14. Click the Save and Continue button.

15. On the vSphere Integration screen, enter the Hostname, Username, and Password credentials in

the required fields as shown below:
vSphere Integration

Log Insight is currently operating with a license that does not allow adding more than cne vSphere host In order to
enable this functionality, you will need to purchase a full-feature license for Log Insight. Please contact your VMware
Account Manager or purchase directly from VMware.

vCenter Servers @

Hostname  17216124.40 ¥ Collect vCenter Server events, tasks, and alarms (@

Username  administrator@vsphere.local ¥l Canfigure ESXI hosts to send logs to Leg Insight @
Advanced optlons...

Password

Tags eyl=valuel, key2=value2

TEST CONNECTION

Test successful

SAVE

Figure 42 VMware vSphere Integration license credentials

16. Repeat the previous step to add the Edge/Resource vCenter and the vRealize Operations server.

34 Dell EMC NFV Ready Bundle for VMware
DELLEMC



17. Log in to the vRealize Operations Manager and add the vRealize Log Insight server.

Note: The deployment may take several minutes to complete.

4. Solutions
4 & [Show ‘AII Solutions | ~|
Name ¥ Description Version Provided by
(E vMware vSphere Manages vSphere objects such as CL.. | 6.0.5097597 VMware Inc.
i VMware vRealize Log Insight Management Pack for VMware vReali. . 6.0 5021206 VMware Inc.
& vMware vRealize Business for Cloud = Management Pack for VMware vReali... = 6.0.5021207 VMware Inc.
@Ope[a‘lmg Systems / Remote Service | The End Point Operations Manageme...  1.0.5006470 VMware Inc.
VMware vRealize Log Insight Solution Details
==
Adapter Type Adapter Instance Name Credential name Collecor
vRealize Log Insight Adapter VRA Log NiA vRealize Operations Manager Collecto..

Licensing

Mot applicable
Mot applicable
Mot applicable

Not applicable

Collecfion State

 Collecting

Figure 43 Addition of VMware vRealize Log Insight to VMware vRealize Operations

18. Click the Dashboards tab to access the event information from vCenter.

Dashboards

Latest 5§ minutes of data 3
source containg
hostame comaine

+ADD FILTER

All vSphere events

vSphere error events

vSphere warning events

= Count o everns

Eauavon Lcense irore) SRS

All vSphere events by hostname

vSphere error events by cluster

vSphere warning events by cluster

Figure 44 VMware vRealize Log Insight dashboard
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13 NSX Manager data backup and restore

VMware recommends that a scheduled backup of the NSX Manager data be performed immediately following
the installation of the NSX Manager.

Note: For complete instructions on performing a backup of the NSX manager, see the NSX Administration
Guide and follow the steps listed in the Backup and Restore section on page 345.
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https://docs.vmware.com/en/VMware-NSX-for-vSphere/6.3/nsx_63_admin.pdf
https://docs.vmware.com/en/VMware-NSX-for-vSphere/6.3/nsx_63_admin.pdf

A Switch configurations

The following documents provide the necessary configurations required for the VLAN to connect to the

network:
s6010top.txt s6010bot.txt s4048tmgmt.txt
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B Documentation resources

The following documents that have been referenced throughout this document, are available to reference or
download:

VMware vCloud NFV 2.0 Release Notes

VMware vCloud NFV 2.0 Reference Architecture

Dell EMC Open Networking — S6010-ON

Dell EMC Open Networking — S4048T-ON

vSphere Installation and Setup for VMware vSphere 6.5, VMware ESXi 6.5, and vCenter Server 6.5

vSphere Networking VMware vSphere 6.5, VMware ESXI 6.5, and vCenter Server 6.5

Administering VMware Virtual SAN

VMware VSAN Ready Node Configurator

VMware NSX for vSphere 6.3.1 Release Notes

NSX Installation Guide

vCloud Director 8.20 for Service Providers Release Notes

vCloud Director Installation and Upgrade Guide

VMware vCloud Director Documentation Center

VMware vRealize Operations Manager 6.5 Information Center

vRealize Log Insight Product Page
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http://pubs.vmware.com/Release_Notes/en/vcloud-nfv/20/VMware-vCloud-NFV-20-Release-Notes.html
https://www.vmware.com/techpapers/2017/vmware-vcloud-nfv-2-reference-architecture.html
http://www.dell.com/support/home/us/en/04/product-support/product/networking-s6010-on/manuals
http://www.dell.com/support/home/us/en/04/product-support/product/networking-s4048t-on/manuals
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-networking-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/virtual-san-66-administration-guide.pdf
http://vsanreadynode.vmware.com/RN/RN
https://docs.vmware.com/en/VMware-NSX-for-vSphere/6.3/rn/releasenotes_nsx_vsphere_631.html
https://docs.vmware.com/en/VMware-NSX-for-vSphere/6.3/nsx_63_install.pdf
http://pubs.vmware.com/Release_Notes/en/vcd/8-20/rel_notes_vcloud_director_8-20.html
http://pubs.vmware.com/vcd-820/topic/com.vmware.ICbase/PDF/vcd_820_install.pdf
http://pubs.vmware.com/vcd-820/index.jsp?topic=%2Fcom.vmware.ICbase%2FPDF%2Fic_pdf.html
http://pubs.vmware.com/vrealizeoperationsmanager-65/topic/com.vmware.vcom.core.doc/GUID-7E6B5805-3D2F-41C4-ADFF-B7248386E7AC.html
https://www.vmware.com/products/vrealize-log-insight.html

