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1 Introduction 
Our vision at Dell EMC is to be the essential infrastructure company in the data center - not only for today’s 
applications, but for the cloud-native world we are entering.  To attain that vision, the Dell EMC portfolio 
focuses not only on making every component of data center infrastructure (servers, storage and networking) 
compelling to our customers, but also to make the value in the integration of those components greater than 
the sum of the parts. 

This document focuses on three specific elements of the Dell EMC portfolio: 

Dell EMC PowerEdge FX2: FX2 is an innovative design with modular IT building blocks to address evolving 
workloads precisely. The flexibility of the FX2 chassis and its variety of components enables a wide range of 
target customers: data centers building private clouds; web service providers, dedicated hosting 
organizations, and enterprises addressing growth with easily scalable platforms. Specific targets are 
configuration dependent, so customers can tailor infrastructure precisely with the right power, storage, and 
connectivity to meet specific workload needs. 

Dell EMC Networking: The Dell EMC Networking FN-series of switches runs internally to the FX2 chassis. 
An integrated networking solution, the FN-series provides Ethernet, as well as LAN/SAN convergence with 
iSCSI and FCoE support.  The S-series switches are multi-layer Ethernet switches that scale beyond multiple 
chassis. The switches run on Dell EMC’s own operating system or the operating system from one of Dell 
EMC’s Open Networking ecosystem partners. 

Dell EMC Unity: The Unity family delivers high-performance hybrid or All-Flash midrange, unified storage 
with NAS and SAN connectivity.  Unity simplifies and modernizes today’s data center with a powerful 
combination of enterprise capabilities and cloud-like simplicity. 

This guide provides assistance for a step-by-step deployment of iSCSI using Dell PowerEdge FX2s and Dell 
EMC Unity 500F.  It includes configuration of physical switches, ESXi hosts, a Virtual Distributed Switch, and 
Unity 500F storage.  These instructions for deploying iSCSI using Dell EMC hardware and software target a 
network administrator or engineer. The instructions assume that the administrator or engineer has traditional 
networking and VMware ESXi experience. 
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1.1 Typographical conventions 
This document uses the following typographical conventions: 

Monospace text   Command Line Interface (CLI) examples 

Bold monospace text  Commands entered at the CLI prompt 

Italic monospace text  Variables in CLI examples 
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2 Hardware overview 
This section briefly describes the primary hardware used to validate the deployment of iSCSI. Dell EMC 
validated hardware and components section provides a complete listing of hardware validated for this guide. 

2.1 Dell EMC PowerEdge FX2s enclosure and supported modules 
The Dell EMC FX Architecture is a great way to optimize workloads, maximize efficiency, and simplify 
complexity in today’s data center.  

The PowerEdge FX2s enclosure is a 2-rack unit (RU) computing platform. It has capacity for two FC830 full-
width servers, four FC630 half-width servers, or eight FC430 quarter-width servers. The enclosure is also 
available with a combination of servers and storage sleds. The FX2s enclosure used for the example in this 
guide contains four FC630 servers as shown in Figure 1: 

 
 Dell EMC PowerEdge FX2s (front) with four PowerEdge FC630 servers  

The back of the FX2s enclosure includes one Chassis Management Controller (CMC), two FN IO Modules 
(FN IOMs), eight Peripheral Component Interconnect Express (PCIe) expansion slots, and redundant power 
supplies as shown in Figure 2:

 

 Dell EMC PowerEdge FX2s (back) 

Note: The Dell EMC PowerEdge FX enclosure is currently available in two models: FX2 and FX2s. The FX2 
enclosure is similar to the FX2s but does not support storage sleds and PCIe slots. 
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2.1.1 PowerEdge FC630 server 
The PowerEdge FC630 server is a half-width, 2-socket server. Four FC630 servers (see Figure 3) in the FX2s 
enclosure form the compute cluster for the example deployment in this guide.  

 
 PowerEdge FC630 

2.1.2 PowerEdge FN410S I/O Module 
PowerEdge FN IOMs are network switches housed in the back of the FX2s enclosure. Dell EMC offers three 
FN IOM options. Each one provides Ethernet as well as LAN/SAN convergence with Internet Small Computer 
System Interface (iSCSI) and Fibre Channel over Ethernet (FCoE) support. In addition to these features, the 
FN2210S supports native Fibre Channel (FC) traffic. It uses NPIV Proxy Gateway (NPG) mode for 
connections to an intermediate FC switch or F_port mode for direct connections to FC storage arrays. 

All three FN IOM options provide eight 10GbE internal, server-facing ports and four external ports. The FX2s 
enclosure for the example deployment in this guide uses two PowerEdge FN410S IOMs. 

 

 

 

 

 

 

 
 PowerEdge FN410S 

FN410S 
4-port SFP+ I/O Module 
Provides four SFP+ 10GbE ports. Supports 
optical and Direct Attach Copper (DAC) cable 
media. 

FN410T 
4-port 10GBASE-T I/O Module 
Provides four 10GBASE T ports. Supports 
cost-effective, copper media up to 100 
meters. 

FN2210S 
4-port Combo FC/Ethernet I/O Module 
Provides four ports. Up to two ports can be 
configured for 2, 4, or 8 Gbit/s FC . The 
remaining ports support SFP+ 20GbE to 
provide Ethernet connectivity. Supports 
optical and DAC cable media. 
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2.2 Dell EMC Networking S4048-ON 
The S4048-ON is a 1-RU, multilayer switch with forty-eight 10GbE SFP+ ports and six 40GbE QSFP+ ports. 
This deployment uses four S4048-ON switches.  

 
 Dell EMC Networking S4048-ON 

2.3 Dell EMC Networking S6010-ON 
The S6010-ON is a 1-RU, layer 2/3 switch with thirty-two 40GbE QSFP+ ports. The example deployment in 
this guide uses one S6010-ON as a spine/core switch.  

 
 Dell EMC Networking S6010-ON 

2.4 Dell EMC Networking S3048-ON 
The S3048-ON is a 1-RU, multilayer switch with forty-eight 1GbE Base-T ports and four, 10GbE SFP+ ports. 
For the example deployment in this guide, one S3048-ON switch supports management traffic in each rack.  

 
 Dell EMC Networking S3048-ON 
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3 iSCSI and example environment overview 
In a traditional data center environment, we see a defined storage network as well as a defined LAN.  
Choosing iSCSI as the storage protocol allows for a more cost-effective solution for the implementation of a 
storage network. The use of iSCSI also gives the ability to access a SAN without dedicated networking 
equipment. In the example in Figure 8, we use the FN410S to access both networks simultaneously. Each 
FC630 server includes a dual-port converged network adapter (CNA). 

  FN410S-A2FN410S-A1

Dual-port 
CNA

10GbE
FC630-1

10GbE

10GbE
FC630-4

10GbE
FC630-2

FC630-3

FX2s Chassis

Storage Switch 2Storage Switch 1 Leaf BLeaf A

SpineStorage Array
SAN LAN

 
 LAN and SAN using iSCSI  

3.1 Storage topology 
The storage solution is simplistic in design. As Figure 9 shows, the FC630 server uses iSCSI to transmit 
storage frames to the FN410S. To validate the solution, S4048-ON switches were used as the upstream 
switches and a storage storage array was used as the storage target. 
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This deployment uses four FC630 servers running VMware ESXi 6.5 as compute nodes. All the servers use 
QLogic BCM57810 dual-Port CNA.  

 

  

 iSCSI storage topology showing only one FC630 connection  

  FN410S-A2FN410S-A1
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FC630-3
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Storage array
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3.2 Ethernet topology  
Figure 10 illustrates the topology used to connect an FC630 server to an Ethernet LAN using FN410S. Leaf 
switch configuration in the figure creates a Virtual Link Trunking (VLT) pair. This allows the port channel from 
each FN410S to span the two leaf switches. To validate the solution, S6010-ON switch was used as a Spine 
switch and S4048-ON switches were used as leaf switches. Figure 10 shows the Ethernet topology. 

Note: The use of a leaf-spine network in the datacenter as shown in Figure 10 is considered a best practice. 
See Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage for a detailed 
description and configuration instructions for a leaf-spine network.  

  FN410S-A2FN410S-A1

Dual-port 
CNA

10GbE
FC630-1

10GbE

10GbE
FC630-4

10GbE
FC630-2

FC630-3

FX2s Chassis

S4048-ON Leaf BS4048-ON Leaf A

LAN
Spine S6010-

ON

VLT

 

 Ethernet topology 

3.3 LAN and Storage topology 
This deployment guide illustrates two iSCSI implementations. One example uses the traditional, non-
converged topology and the other uses a converged environment.  

http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
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3.3.1 Traditional topology example 
Figure 11, shows a non-converged, traditional topology with segregation of the LAN and SAN.
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 Topology for traditional, non-converged iSCSI example 

In this example, port channels connect each FN410S to S4048-ON switches that behave as leaf switches. 
The leaf switches use VLT for increased bandwidth and resilience. Port channels from each leaf switch 
connect to an S6010-ON switch acting as a Spine switch. Each of these port channel consists of two 
members with 40GbE capacity each. The comprehensive configuration and validation of the spine switch, 
including routing, is beyond the scope of this document. This document captures Layer 2 configuration of the 
Spine switch for the converged topology example.  

Note: This topology represents the port channel in Full-switch mode. In Standalone mode, the port   
channels for external ports are 128 by default.  
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Dual port CNAs on the FC630 servers are internally mapped to FN410S IOM in slots A1 and A2. The port 
channel from ports Te 0/9 and Te 0/10 connects to S4048-ON storage switches. Ports Te 1/1 and Te 1/2 from 
each S4048-ON connect to storage processors A and B on the storage array. Table 1 below lists the mapping 
of the port from S4048-ON-1 and S4048-ON-2: 

 iSCSI VLANs and networks 

Port number S4048-ON - 1  S4048-ON - 2 

Port 1   To SP A Ethernet Port 0 To SP A Ethernet Port 1 

Port 2   To SP B Ethernet Port 0 To SP B Ethernet Port 1 

Port 9 To IOM A1 Port 9 To IOM A2 Port 9 

Port 10   To IOM A1 Port 10 To IOM A2 Port 10 

 

Since there are two VLANs used for iSCSI, please see VLAN/SAN Assignment Planning for further 
information on VLAN planning. Zero-touch Standalone mode automatically applies the same iSCSI VLAN ID. 
This happens by default and requires no configuration. The process works identically for the dual-port and 
quad-port configurations.  
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3.3.2 Converged topology example 
The second example for deploying iSCSI involves using a converged topology as shown in Figure 12.  This 
topology removes the segregation of the LAN and SAN, allowing for a much more manageable and scalable 
solution. 
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 Topology for converged iSCSI example 

3.4 Management network 
This guide uses a single management traffic network that is isolated from the LAN and SAN. It is consistent in 
both traditional and converged examples. An S3048-ON switch installed in each rack provides connectivity to 
the management network. The following components connect to the S3048-ON management network: 
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• Four S4048-ON switches 
• One S6010-ON switch 
• One FX2s CMC  
• Four FC630 servers connected using PCIe slots 2, 4, 6, and 8 
• Two Storage Processors (A and B) 

 

S3048-ON

S4048-ON
Leaf A

S4048-ON
Leaf B

S6010-ON
Spine

CMC SP B MGMT

SP A MGMT
PCIe slots 1 - 8

S4048-ON iSCSI 1

FX2s
Storage array

Management 
Network

S4048-ON iSCSI 2

 
 Management network 
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4 Server and VMware environment preparation 

4.1 Servers 
This section covers basic PowerEdge server preparation. Installation of guest operating systems (Microsoft 
Windows Server, Red Hat Linux, and so on) is outside the scope of this document. 

Note: Exact iDRAC console steps in this section may vary slightly depending on hardware, software and 
browser versions used. See your PowerEdge server documentation for steps to connect to the iDRAC virtual 
console. 

4.1.1 Confirm network adapters are at factory default settings 
Note: These steps are only necessary if installed network adapters have been modified from their factory 
default settings. For more information on internal port mapping, see Appendix A 

1. Connect to the iDRAC in a web browser and launch the virtual console. 
2. In the virtual console, from the Next Boot menu, select BIOS Setup. 
3. Reboot the server. 
4. From the System Setup Main Menu, select Device Settings. 
5. From the Device Settings page, select the first port of the first NIC in the list.  
6. From the Main Configuration Page, click Default followed by Yes to load the default settings. Click 

OK. 
7. To save changes to the settings, click Finish then Yes. Click OK. 
8. Repeat for each NIC and port listed on the Device Settings page. 

4.1.2 Enable iSCSI offloading on QLogic 57810 adapters 
For each FC630 in the cluster: 

1. From the System Setup Main Menu, select Device Settings. 
On the Device Settings page, click the first port of the QLogic 57810 CNA to be used for iSCSI 

connectivity. This opens the Main Configuration Page for the port. 
Select Device Level Configuration and change the Virtualization Mode to NPar. Click Back. 
Select NIC Partitioning Configuration. 

Select Partition 1 Configuration. Set NIC Mode and iSCSI Offload Mode to Enabled. Leave 
FCoE Mode set to Disabled. Click Back. 

Select Partition 2 Configuration and set all three modes (NIC, iSCSI, FCoE) to Disabled. Click 
Back. Repeat on partitions 3 and 4 to disable modes. 

After configuring  all partitions, click Back > Finish. Answer Yes when prompted to save changes. 
Click OK to return to the Device Settings page. 

Click the second port of the QLogic 57810 CNA to be used for iSCSI connectivity and repeat step 5 
above to configure partitioning. 

Click Finish > Finish and answer the confirmation prompts as needed to save all changes and reboot the 
system. 
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4.2 VMware ESXi 6.5  
Install VMware ESXi 6.5 on each FC630 server in the FX2s chassis. Dell EMC recommends using the latest 
Dell EMC customized ESXi .iso image available on support.dell.com. The correct drivers for your PowerEdge 
hardware are built into this image. This image can be used to install ESXi via CD/DVD, a USB flash drive or 
by mounting the .iso image through the PowerEdge server’s iDRAC interface. 

4.3 VMware vCenter 6.5 
This guide does not cover the installation and initial configuration of VMware’s VCenter 6.5. For information 
on the installation and configuration of VCenter 6.5 see the VMware vSphere 6.5 Documentation Center. 

4.4 vCenter Host and Cluster settings 
The vSphere Web Client is a service running on vCenter Server. In the vSphere Web Client, a datacenter 
object named Datacenter is created for this deployment and the ESXi hosts are added to it. Create a cluster 
named FX2-FC630-ISCSI and add it to the datacenter object. Add the four FC630 hosts to the FX2-FC630-
ISCSI cluster. When complete, the vSphere Web Client Navigator pane appears as shown in Figure 14. 

 

 Datacenter and Cluster 

4.5 VLAN/SAN 
To ensure consistency across all switches, it is a best practice to plan all the required VLANs for the network 
ahead of time. This deployment uses two VLANs, one for each iSCSI SAN. Table 2 lists these VLANs and the 
purpose of each. For additional information on VLANs and their use inside of a VMware-enabled environment, 
see VMware vSphere 6.5 Documentation Center. This deployment uses the following addressing scheme for 
the iSCSI networks to make the deployment faster and more efficient. It also helps with troubleshooting later. 

 

 

 

http://support.dell.com/
http://pubs.vmware.com/vsphere-65/index.jsp
https://pubs.vmware.com/vsphere-65/index.jsp
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 iSCSI VLANs and associated networks in CIDR notation 

VLAN ID Network Used For 

100 192.168.100.0/24 iSCSI-1 

101 192.168.101.0/24 iSCSI-2 
 

 Host iSCSI IP addresses 

Host iSCSI-1 iSCSI-2 

FC630-1 192.168.100.41 192.168.101.41 

FC630-2 192.168.100.42 192.168.101.42 

FC630-3 192.168.100.43  192.168.101.43 

FC630-4 192.168.100.44  192.168.101.44 
 
 

Note: FN410S IOM configuration needs only the iSCSI VLANs in Full Switch mode. FN410S in standalone 
mode automatically selects the iSCSI VLAN, eliminating the need for configuration. The storage network 
S4048-ON requires VLAN configuration regardless of the IOM mode used. 
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5 Traditional deployment configurations for physical switches 
This section contains example switch configuration for non-converged, traditional deployment with 
explanations for one switch in each major role on the production network. See Figure 11. This section details 
the following switches: 

• FN410S-A1 
• S4048-ON: iSCSI 1 
• S4048-ON: Leaf A 
• S3048-ON: Management 

The remaining switches use configurations very similar to the configuration detailed in this section.  

Notes: The attachments contain individual switch configurations for the switches described by the examples 
in this guide. 

5.1 Factory default settings 
The configuration commands in the sections below assume switches are at their factory default settings. As 
per your need, use the following procedure to reset all switches in this guide to factory defaults: 

switch#restore factory-defaults stack-unit unit# clear-all 
Proceed with factory settings? Confirm [yes/no]:yes 

These commands restore factory settings and reload the switch. After reload, enter A at the [A/C/L/S] prompt 
as shown below to exit Bare Metal Provisioning (BMP) mode. 

This device is in Bare Metal Provisioning (BMP) mode. 
To continue with the standard manual interactive mode, it is necessary to 
abort BMP. 
 
Press A to abort BMP now. 
Press C to continue with BMP. 
Press L to toggle BMP syslog and console messages. 
Press S to display the BMP status. 
[A/C/L/S]:A 
 
% Warning: The bmp process will stop ... 
 
Dell> 
 

The switch is now ready for configuration. 

Note: BMP mode does not appear for IOMs after restoring factory settings and reloading the switch. 
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5.2 Dell EMC FN410S IOM Configuration  
This section covers FN410S in Full-switch mode and provides the configuration used in this example. This 
modes allow for more granular control over the FN410S and allow the IOM to behave more like a traditional 
switch.  

Note: The topology this example uses is feasible for Full-switch mode. Hence, Standalone mode is not used 
for the example in non-converged topology.  

5.2.1 FN410S switch Full-switch mode configuration 
The default mode is Standalone mode. In order to change FN410S switches from Standalone mode to 
Full-switch mode, use the following command. Note that a reload is required to ensure that the change 
takes effect. 

Dell(conf)#stack-unit 0 iom-mode full-switch 
% You are about to configure the Full Switch Mode. 
Please reload to effect the changes 
 
Dell(conf)#exit 
Dell#Feb 18 04:16:29: %STKUNIT0-M:CP %SYS-5-CONFIG_I: Configured from  
console 
reload 
System configuration has been modified. Save? [yes/no]: y 
! 
Feb 18 04:16:33: %STKUNIT0-M:CP %FILEMGR-5-FILESAVED: Copied running-config 
to startup-config in flash by default 
 
Proceed with reload [confirm yes/no]: y 
 

Initial configuration involves setting the hostname and enabling Link Layer Discovery Protocol (LLDP), which 
is useful for troubleshooting. Finally, configure the management interface and default gateway. 

enable 
configure 
 
hostname FN410S-A1 
 
protocol lldp  
 advertise management-tlv management-address system-name  
 no advertise dcbx-tlv ets-reco  
 
interface ManagementEthernet 0/0 
ip address 100.67.169.145/24  
no shutdown 
 
management route 0.0.0.0/0 100.67.169.254  
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This deployment example uses a non-DCB environment. Hence, DCB must be manually disabled using the 
command: 

no dcb enable  
 
Configure a password to enable serial console. Change the default SSH/telnet password to root. Reset the 
password on each of the first two lines as desired. Disable telnet. 

Note: SSH and Telnet are both enabled by default. It is a best practice to use SSH instead of Telnet for 
security. SSH can also be disabled with the command (conf)#no ip ssh server enable 

 enable sha256-password enable_password  
 username root sha256-password ssh_password 
 no ip telnet server enable 

      Continue configuring the FN410S by changing the internal interfaces to portmode hybrid and switchport.  
 

Notes:1. MTU - Dell EMC recommends setting the MTU to 9216 for best performance on switches used in 
iSCSI SANs.  
2. Port channel numbering - LACP port channel numbers can be any number from 1-128. 

interface range TenGigabitEthernet 0/1-8 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 
 
The example adds Te0/9 and Te 0/10 to Link Aggregation Control Protocol (LACP)-enabled port channel 100. 
Similarly, this example uses LACP to add Te 0/9 and Te 0/10 to port channel 101 in FN410S slot A2. 

interface TenGigabitEthernet 0/9 
 description Connection to S4048-ON iSCSI 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 100 mode active 
 no shutdown 
 
interface TenGigabitEthernet 0/10 
 description Connection to S4048-ON iSCSI 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 100 mode active 
 no shutdown 
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interface TenGigabitEthernet 0/11 
 description Connection to S4048-ON LEAF 
 no ip address 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface TenGigabitEthernet 0/12 
 description Connection to S4048-ON LEAF 
 no ip address 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface Port-channel 1 
 description Port Channel for LAN traffic 
 no ip address 
 portmode hybrid 
 switchport 
 no shutdown 
 
interface Port-channel 100 
 description Port Channel for iSCSI 1 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 
 
The example uses two VLAN interfaces, VLAN 100 and VLAN 101, for iSCSI. Since FN410S is in Full-switch 
mode, the example requires tagging ports Te 1/1-8 to VLAN 100 in FN410S slot A1 and VLAN 101 in FN410S 
in slot A2. Similarly, the example tags Port Channel 100 to VLAN 100 in the FN410S in slot A1 and Port 
Channel 101 to VLAN 101 in FN410S slot A2. Although the example configures all internal interfaces for 
switchport, portmode hybrid and jumbo frames, only internal interfaces that are mapped to the dual port 
adapters require switchport, portmode hybrid and jumbo frames capability. See FN IOM Internal Port Mapping 
for internal port mappings.  

interface Vlan 100 
 no ip address 
 mtu 9216 
 tagged TenGigabitEthernet 0/1-8 
 tagged Port-channel 100 
 no shutdown 
 

Save the configuration. 
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end 
write 
 

5.3 S4048-ON iSCSI SAN switch configuration 
The deployment example in this guide uses two iSCSI SAN switches. The following configuration details are 
specific to switch S4048-ON iSCSI-1. Switch S4048-ON iSCSI-2’s configuration is similar. The switches start 
at their factory default settings. See Factory default settings. Initial configuration involves setting the 
hostname and enabling LLDP, which is useful for troubleshooting. Configure the management interface, 
default gateway and serial-console enable password. 

Note: On S4048-ON, Telnet is enabled and SSH is disabled by default. Both services require the creation of 
a non-root user account to login. If needed, it is a best practice to use SSH instead of Telnet for security. 
SSH can optionally be enabled with the command: (conf)#ip ssh server enable 
A user account can be created to access the switch via SSH with the command: 
(conf)#username ssh_user sha256-password ssh_passwordenable 

enable 
configure 
 
hostname iSCSI-1 
 
protocol lldp  
 advertise management-tlv management-address system-description system-name  
 advertise interface-port-desc 
 
interface ManagementEthernet 1/1 
ip address 100.67.169.35/24  
no shutdown 
 
management route 0.0.0.0/0 100.67.169.254  

enable sha256-password <enable_password>  

no ip telnet server enable 

Use the next set of commands to configure the two downstream interfaces (connected to the FN410S). Issue 
the interfaces portmode hybrid and switchport commands and set the MTU to 9216 for performance. Add 
these two interfaces to port channel 100. 

interface TenGigabitEthernet 1/9 
 description FN410S A1 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 100 mode active 
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 no shutdown 
 
interface TenGigabitEthernet 1/10 
 description FN410S A1 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 100 mode active 
 no shutdown 
 
interface Port-channel 100 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 

Configure the two upstream interfaces connected to Storage array. Place the interfaces in Layer 2 mode with 
the switchport command and set the MTU to 9216 for performance. 

interface TenGigabitEthernet 1/1 
 description SPA EP0 
 no ip address 
 mtu 9216 
 switchport 
 no shutdown 
 
interface TenGigabitEthernet 1/2 
 description SPB EP0 
 no ip address 
 mtu 9216 
 switchport 
 no shutdown 

Create VLAN interface 100 and tag all interfaces used in the SAN to VLAN 100. Attached configuration for 
iSCSI switch 2 non-converged shows use of VLAN 101 in this example. 

interface Vlan 100 
 no ip address 
 mtu 9216 
 tagged TenGigabitEthernet 1/1-1/2 
 tagged Port-channel 100 
 no shutdown  

Save the configuration. 

 end 
 write 



 

 
                  
 27 FX2 Storage Networking with iSCSI | Version 1.0 

5.4 Leaf switch configuration 
The leaf switch configuration in this deployment guide outlines the basic configuration, such as port channels 
and VLT (VLT is specific to leaf switches). Spine switch configuration is beyond the scope of this document. 
For comprehensive configuration details, including routing for S4048-ON leaf switches and Z9100-ON spine 
switches, see Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage. 

5.4.1 Leaf S4048-ON switch configuration 
The following configuration is for the Leaf A switch. See the attachment for configuration of the Leaf B switch. 
Initial configuration involves setting the hostname, configuring the management interface, default gateway 
and configuring the serial console enable password. If needed, restore the switch to factory defaults. See 
Factory default settings. 

enable 
configure 
 
hostname S4048-LF-A-U31 
 
protocol lldp  
 advertise management-tlv management-address system-description system-name  
 advertise interface-port-desc 
 
interface ManagementEthernet 1/1 
 ip address 100.67.169.31/24  
 no shut 
 
management route 0.0.0.0/0 100.67.169.254 
 
enable sha256-password <enable_password>  
 
no ip telnet server enable 

The two leaf switches are in VLT, using ports 1/53 and 1/54 for the VLT port channel. 

Note: To configure VLT, the VLT domain must have the back-up destination as the management IP address 
of the secondary switch in the pair. In addition, the unit-id must be 0 and the secondary switch’s unit-id must 
be 1. 

interface Port-channel 127 
 description VLTi 
 no ip address 
 channel-member fortyGigE 1/53,1/54 
 no shutdown 
 
vlt domain 127 
 peer-link port-channel 127 
 back-up destination 100.67.169.30 

http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
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 unit-id 0 
 
interface fortyGigE 1/53 
 description VLTi 
 no ip address 
 no shutdown 
 
interface fortyGigE 1/54 
 description VLTi 
 no ip address 
 no shutdown 

Add the interfaces as members of respective port channels using LACP. 

interface TenGigabitEthernet 1/11 
 description To FN410S A1 
 no ip address 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface TenGigabitEthernet 1/12 
 description To FN410S A2 
 no ip address 
 port-channel-protocol LACP 
  port-channel 2 mode active 
 no shutdown 
 
interface fortyGigE 1/49 
 description To S6010-ON Spine 
 no ip address 
 port-channel-protocol LACP 
  port-channel 3 mode active 
 no shutdown 
 
interface fortyGigE 1/50 
 description To S6010-ON Spine 
 no ip address 
 port-channel-protocol LACP 
  port-channel 3 mode active 
 no shutdown 

Port channels 1 and 2 connect to the IOMs. Port channel 3 connects to the S6010-ON spine switch. 

interface Port-channel 1 
 description Port Channel to FN IOM A1 
 no ip address 
 portmode hybrid 
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 switchport 
 vlt-peer-lag port-channel 1 
 no shutdown 
 
interface Port-channel 2 
 description Port Channel to FN IOM A2 
 no ip address 
 portmode hybrid 
 switchport 
 vlt-peer-lag port-channel 2 
 no shutdown 
 
interface Port-channel 3 
 description Connection to S6010 Spine 
 no ip address 
 portmode hybrid  
 switchport 
 vlt-peer-lag port-channel 3  
 no shutdown 

Save the configuration. 

 end 
 write 

To verify the VLT details, issue the following command. Ensure that the ICL Link Status, Heartbeat Status, 
and VLT Peer Status are Up. 

S4048-LF-A-U31#show vlt brief 
 VLT Domain Brief 
------------------ 
 Domain ID:                      127 
 Role:                           Secondary 
 Role Priority:                  32768 
 ICL Link Status:                Up 
 HeartBeat Status:               Up 
 VLT Peer Status:                Up 
 Local Unit Id:                  0 
 Version:                        6(7) 
 Local System MAC address:       14:18:77:e0:69:31 
 Remote System MAC address:      14:18:77:7c:c4:e8 
 Remote system version:          6(7) 
 Delay-Restore timer:            90 seconds 
 Delay-Restore Abort Threshold:  60 seconds 
 Peer-Routing :                  Disabled 
 Peer-Routing-Timeout timer:     0 seconds 
 Multicast peer-routing timeout: 150 seconds 
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Verify port channels constructed using LACP with the following command. 

S4048-LF-A-U31#show lacp summary 
Port-channel    Member Ports 
1               Te 1/11 
2               Te 1/12 
3               Fo 1/49,Fo 1/50 

   
 
  S4048-LF-A-U31#show lacp 1 

Port-channel 1 admin up, oper up, mode lacp 
LACP Fast Switch-Over Disabled 
Actor   System ID:  Priority 32768, Address 1418.777c.c4e8 
Partner System ID:  Priority 32768, Address f48e.383d.4e86 
Actor Admin Key 1, Oper Key 1, Partner Oper Key 1, VLT Peer Oper Key 1 
LACP LAG 1 is an aggregatable link 
LACP LAG 1 is a VLT LAG 
 
A - Active LACP, B - Passive LACP, C - Short Timeout, D - Long Timeout 
E - Aggregatable Link, F - Individual Link, G - IN_SYNC, H - OUT_OF_SYNC 
I - Collection enabled, J - Collection disabled, K - Distribution enabled 
L - Distribution disabled, M - Partner Defaulted, N - Partner Non-defaulted, 
O - Receiver is in expired state, P - Receiver is not in expired state 
 
Port Te 1/11 is enabled, LACP is enabled and mode is lacp 
Port State: Bundle 
  Actor   Admin: State ACEHJLMP Key 1 Priority 32768 
           Oper: State ACEGIKNP Key 1 Priority 32768 
  Partner Admin: State BDFHJLMP Key 0 Priority 0 
           Oper: State ACEGIKNP Key 1 Priority 32768 

 

5.5 S3048-ON management switch configuration 
For the S3048-ON management switches, configure all ports used in Layer 2 mode and in the default VLAN. 
They require no additional configuration and remain the same in both the traditional and converged 
topologies. 
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6 Physical switch configuration for converged deployments  

6.1 FN410S configuration 
The converged deployment example in this guide shows two methods. The first method uses the FN410S in 
Standalone mode, which requires minimal configuration on the IOM. The second method uses the FN410S in 
Full-switch mode, which does require configuration on the IOM. See converged deployment topology 
diagram. 

6.1.1 FN410S in Standalone mode 
Even though the FN410S switches are fully operational in their factory default state, the following 
administrative commands may be run as needed. The configuration of FN410S in this example starts from 
their factory defaults state. See Factory default settings. 

Note:  Configure the FNIOM (only for Standalone mode) via the Dell Blade I/O Manager. Access the Dell 
Blade I/O Manager through the FX2s CMC. See the attachment, Dell Blade IO Manager V1.0.pdf, for more 
information. 

enable 
configure 

        
  hostname FN410S-A1 

 
interface ManagementEthernet 0/0 
 ip address 100.67.169.145/24 
 no shutdown 
 
management route 0.0.0.0/0 100.67.169.254 

This deployment example uses a non-DCB environment. Hence, DCB must be manually disabled using the 
command: 
 

no dcb enable 
 

Configure the serial console enable password, change the SSH/telnet password for root and disable telnet: 

enable password enable_password  
username root password ssh_password  
no ip telnet server enable 

Note: SSH and Telnet are both enabled by default. It is a best practice to use SSH and disable Telnet for 
security. 
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6.1.2 FN410S in Full-switch mode 
The following configuration is for the FN410S in slot A1. For configuration of the FN410S in slot A2, see the 
attachment “FN410S A2 FS mode Converged”. To change the mode of FN410S to Full-switch mode, see 
FN410S switch Full-switch mode configuration. The configuration of FN410S in this example starts from their 
factory defaults state. See Factory default settings. Initial configuration involves setting the hostname and 
configuring both the management interface and default gateway.  

enable 
configure 
 
hostname FN410S-A1 
 
protocol lldp 
 advertise management-tlv management-address system-name 
 no advertise dcbx-tlv ets-reco 
  
interface ManagementEthernet 0/0 
 ip address 100.67.169.145/24 
 no shutdown 
 
management route 0.0.0.0/0 100.67.169.254 
 

This deployment example uses a non-DCB environment. Hence, DCB must be manually disabled using the 
command: 

no dcb enable  
 
Configure a serial console enable password and change the default SSH/telnet password for root. Replace 
password on each of the first two lines with the desired password. Disable telnet. 

Note: SSH and Telnet are both enabled by default. It is a best practice to use SSH instead of Telnet for 
security. SSH can also be disabled with the command (conf)#no ip ssh server enable. 

 enable sha256-password enable_password  
 username root sha256-password ssh_password 
 no ip telnet server enable 

 
Configure internal and external ports along with the port channels and VLAN. 

Note: Although all internal interfaces include configuration for switchport, portmode hybrid, and jumbo 
frames, only internal interfaces that are mapped to the dual-port adapters require switchport, portmode 
hybrid, and jumbo frames capability. See FN IOM Internal Port Mapping for internal port mappings. 

 
interface Range TenGigabitEthernet 0/1-8 
 no ip address 
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 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 
 
interface TenGigabitEthernet 0/11 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface TenGigabitEthernet 0/12 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface Port-channel 1 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 
 
interface Vlan 100 
 no ip address 
 mtu 9216 
 tagged TenGigabitEthernet 0/1-8 
 tagged Port-channel 1 
 no shutdown 

Save the configuration. 

end 
write 

6.2 S4048-ON Leaf switch configuration 
The following configuration is for the S4048-ON Leaf A switch. For configuration of the S4048-ON Leaf B 
switch, see the attachment. Initial configuration involves setting the hostname, configuring the management 
interface and default gateway. If needed, restore the switch to factory defaults. Refer Factory default settings 

enable 
configure 
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hostname Leaf-A 
 
protocol lldp 
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc 
 
interface ManagementEthernet 1/1 
 ip address 100.67.169.31/24 
 no shutdown 
 
management route 0.0.0.0/0 100.67.169.254 
 
enable sha256-password <enable_password>  
 
no ip telnet server enable 

The two leaf switches are in VLT, using ports 1/53 and 1/54 for the VLT interconnect (VLTi). 

Note: To configure VLT, the VLT domain needs to have the management IP address of the secondary 
switch in the pair configured as the back-up destination. In addition, assign unit-id 0 to the primary switch 
and the unit-id 1 to the secondary switch. 

vlt domain 127 
 peer-link port-channel 127 
 back-up destination 100.67.169.30 
 unit-id 0 
 
interface fortyGigE 1/53 
 description VLTi 
 no ip address 
 no shutdown 
 
interface fortyGigE 1/54 
 description VLTi 
 no ip address 
 no shutdown 
 
interface Port-channel 127 
 description VLTi 
 no ip address 
 channel-member fortyGigE 1/53,1/54 
 no shutdown 

Add the interfaces as members of the respective port channels using LACP. 

interface TenGigabitEthernet 1/11 
 description U25 FN410S A1 port 11 
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 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 1 mode active 
 no shutdown 
 
interface TenGigabitEthernet 1/12 
 description U25 FN410S A2 port 11 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 2 mode active 
 no shutdown 
 
interface fortyGigE 1/49 
 description Spine Connection 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 49 mode active 
 no shutdown 
 

Connect port channels 1 and 2 to the IOMs. Connect port channel 49 to the spine switch, S6010-ON. 

interface Port-channel 1 
 description Port Channel to FN IOM A1 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 vlt-peer-lag port-channel 1 
 no shutdown 

 
interface Port-channel 2 
 description Port Channel to FN IOM A2 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 vlt-peer-lag port-channel 2 
 no shutdown 
 
interface Port-channel 49 
 description Spine Connection 
 no ip address 
 mtu 9216 
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 portmode hybrid 
 switchport 
 vlt-peer-lag port-channel 49 
 no shutdown 

Add the port channels to the respective VLANs for iSCSI.  

interface Vlan 100 
 description iSCSI-1 
 no ip address 
 mtu 9216 
 tagged Port-channel 1-2,49 
 no shutdown 
 
interface Vlan 101 
 description iSCSI-2 
 no ip address 
 mtu 9216 
 tagged Port-channel 1-2,49 
 no shutdown 

Save the configuration. 

end 
write 

6.3 S6010-ON Spine switch configuration 
This section illustrates the configuration used for the Spine switch in this example. The configuration that this 
section describes covers the Layer 2 configurations. For Layer 3 routing configurations, refer Dell EMC NSX 
Reference Architecture - FC630 Compute Nodes with iSCSI Storage 

enable 
configure 
 
hostname S6010-SPINE 
 
protocol lldp 
advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc 
 
interface ManagementEthernet 1/1 
 ip address 100.67.169.33/24 
 no shutdown 
 
management route 0.0.0.0/0 100.67.169.254 
 
enable sha256-password <enable_password>  

http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
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no ip telnet server enable 
 
interface fortyGigE 1/25 
 description iSCSI 1 Connection 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 48 mode active 
 no shutdown 
 
interface fortyGigE 1/26 
 description iSCSI 2 Connection 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 48 mode active 
 no shutdown 
 
interface fortyGigE 1/29 
 description Leaf-A Connection 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 49 mode active 
 no shutdown 
 
interface fortyGigE 1/30 
 description Leaf-B Connection 
 no ip address 
 mtu 9216 
 port-channel-protocol LACP 
  port-channel 49 mode active 
 no shutdown 

Port channel 49 and port channel 48 connect to leaf switches and iSCSI storage switches. 

interface Port-channel 48 
 description iSCSI Connection 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 
 
interface Port-channel 49 
 description Leaf Connection 
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 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 no shutdown 

Add the port channels to the respective VLANS for iSCSI. 

interface Vlan 100 
 description iSCSI 1 
 no ip address 
 mtu 9216 
 tagged Port-channel 48-49 
 no shutdown 

 
interface Vlan 101 
 description iSCSI 2 
 no ip address 
 mtu 9216 
 tagged Port-channel 48-49 
 no shutdown 

Save the configuration. 

 end 
 write 

6.4 iSCSI SAN S4048-ON switch configuration 
There are two iSCSI SAN switches used in the deployment example in this guide. The following configuration 
details are specific to switch S4048-ON iSCSI-1. Refer attachment for configuration of Switch S4048-ON 
iSCSI-2. The switches start at their factory default settings. Refer to Factory default settings 

enable 
configure 
 
hostname ISCSI-1 
 
protocol lldp 
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc 
 
interface ManagementEthernet 1/1 
 ip address 100.67.169.35/24 
 no shutdown 
 
management route 0.0.0.0/0 100.67.169.254 
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enable sha256-password <enable_password>  
 
no ip telnet server enable 

The two iSCSI switches are in VLT and ports 1/53 and 1/54 are utilized for the VLT port channel. 

vlt domain 127 
 peer-link port-channel 127 
 back-up destination 100.67.169.34 
 unit-id 0 
 
interface fortyGigE 1/53 
 description VLTi 
 no ip address 
 no shutdown 
 
interface fortyGigE 1/54 
 description VLTi 
 no ip address 
 no shutdown 
 
interface Port-channel 127 
 description VLTi 
 no ip address 
 channel-member fortyGigE 1/53,1/54 
 no shutdown 

Interfaces Te 1/1 and 1/2 are connected to the Ethernet ports on the Storage Processors on The Storage 
array. Port Channel 48 runs upto the Spine switch.  

interface TenGigabitEthernet 1/1 
 description SPA EP0 
 no ip address 
 mtu 9216 
 switchport 
 no shutdown 
 
interface TenGigabitEthernet 1/2 
 description SPB EP0 
 no ip address 
 mtu 9216 
 switchport 
 no shutdown 
 
interface fortyGigE 1/49 
 description Spine Connection 
 no ip address 
 mtu 9216 
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 port-channel-protocol LACP 
  port-channel 48 mode active 
 no shutdown 
 
interface Port-channel 48 
 description Spine Connection 
 no ip address 
 mtu 9216 
 portmode hybrid 
 switchport 
 vlt-peer-lag port-channel 48 
 no shutdown 
 
interface Vlan 100 
 no ip address 
 mtu 9216 
 tagged TenGigabitEthernet 1/1-1/2 
 tagged Port-channel 48 
 no shutdown 
 
interface Vlan 101 
 no ip address 
 mtu 9216 
 tagged TenGigabitEthernet 1/1-1/2 
 tagged Port-channel 48 
 no shutdown 

Save the configuration. 

 end 
 write 
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7 Virtual Network configuration 
This deployment guide uses FC630 servers running ESXi 6.5 and strives to highlight the implemention of 
iSCSI using vSphere web client. While iSCSI can be implemented using Windows server, this deployment 
guide focuses on the use case where VMware ESXi 6.5 is running on servers.  

7.1 Information on vSphere Standard Switch 
A vSphere standard switch (also referred to as a VSS or a standard switch) is a virtual switch that handles 
network traffic at the host level in a vSphere deployment. Standard switches provide network connectivity to 
hosts and virtual machines. 

A standard switch named vSwitch0 is automatically created on each ESXi host during installation to provide 
connectivity to the management network. 

Standard switches may be viewed, and optionally configured, as follows: 

1. Go to the web client Home page, select Hosts and Clusters, and select a host in the Navigator 
pane. 

2. In the center pane, select Configure > Networking > Virtual switches. 
3. Standard switch vSwitch0 appears in the list. Click on it to view details as shown in Figure 15. 

 
 Example of vSphere standard switch 
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Note: For this guide, only the default configuration is required on the standard switches. Standard switches 
are only used in this deployment for connectivity to the management network. Distributed switch covered in 
the next section, are used for Ethernet and storage traffic. 

7.2 Information on vSphere Distributed Switch 
A vSphere distributed switch (also referred to as a VDS or a distributed switch) is a virtual switch that handles 
network traffic at the vCenter level in a vSphere deployment. Distributed switches provide network 
connectivity to hosts and virtual machines. Distributed switches must be manually created at the vCenter and 
associated with each ESXi host. 

7.3 Create an iSCSI VDS for the FX2-FC630-ISCSI cluster 
In the vSphere web client, 4 hosts that were added to a cluster named FX2-FC630-ISCSI. To create a VDS 
for iSCSI traffic for FX2-FC630-ISCSI cluster: 

1. On the web client Home screen, select Networking. 
Right click on Datacenter. Select Distributed switch > New Distributed Switch. 
Provide a name for the VDS, e.g. VDS-ISCSI. Click Next. 
On the Select version page, select Distributed switch: 6.5.0 and click Next. 
On the Edit settings page: 

Change the Number of uplinks to 2.  
Leave Network I/O Control set to Enabled. 
Uncheck the Create a default port group box. 

Click Next > Finish. 
 

The VDS is created with the uplink port group shown beneath it. When complete, the Navigator pane should 
look similar Figure 16. 
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 VDS-ISCSI created 

Note: The VDS that were already existing in the environment are displayed along with the newly created 
VDS-iSCSI. In this deployment guide, only VDS-iSCSI will be used. 

7.4 Set the iSCSI VDS MTU to 9000 and enable LLDP 
Dell EMC recommends increasing the Maximum Transmission Unit (MTU) of devices handling storage traffic 
to 9000 bytes for best performance. LLDP may be configured at the same time. 

To configure the VDS-ISCSI: 

1. Go to Home > Networking.  
2. Right click on, VDS-ISCSI and select Settings > Edit Settings. 
3. In the left pane of the Edit Settings page, click Advanced.  
4. Set MTU (Bytes) to 9000. 
5. Under Discovery protocol, set Type to Link Layer Discovery Protocol and Operation to Both. 

 

The window should appear similar to Figure 17. 
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 VDS-ISCSI: Edit Settings window 

6. Click OK to apply the settings. 

7.5 Add distributed port groups 
In this section, two distributed port groups for iSCSI traffic are added to VDS-ISCSI created in the previous 
section. In addition, a distributed port group DPG-Production is added for the non-iSCSI traffic. 

To create the distributed port groups on the VDS-ISCSI: 

1. On the web client Home screen, select Networking. 
Right click on VDS-ISCSI. Select Distributed Port Group > New Distributed Port Group. 
On the Select name and location section, provide a name for the first distributed port group, e.g. DPG-

ISCSI-1. Click Next. 
On the Configure settings page, next to VLAN type, select VLAN. Set the VLAN ID to 100. Leave other 

values at their defaults as shown in Figure 18. 
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 DPG-ISCSI-1 Distributed Port Group settings page 

Click Next > Finish. 
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Repeat steps 2-5 above for the second port group. Provide a unique name, e.g. DPG-ISCSI-2 and set its 
VLAN ID to 101.When complete, the Navigator pane will appear similar to Figure 19.

 

 iSCSI distributed port groups created  

Repeat the steps above to create a port group named DPG-Production. In step 4, use the default VLAN 
settings (no VLAN ID specified). The DPG-production port group is used for non-iSCSI traffic between VMs. 
When complete, the Navigator pane will appear similar to Figure 20. 
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 Distributed Port Groups created in total 

7.6 Configure teaming and failover 
1. On the web client Home screen, select Networking. 
Right click on VDS-ISCSI. Select Distributed Port Group > Manage Distributed Port Groups. 
Select only the Teaming and failover checkbox. Click Next. 
Click Select distributed port groups. Check the box next to DPG-ISCSI-1. Click OK > Next. 
On the Teaming and failover page, click Uplink 1 and move it up to the Active uplinks section by 

clicking the up arrow. Move Uplink 2 down to the Unused uplinks section. Leave other settings at 
their defaults. The Teaming and failover page should look similar to Figure 21 when complete. 
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 Teaming and failover settings for the DPG-ISCSI-1 port group 

Click Next > Finish to apply the settings. 
 

Repeat steps 2-6 above for DPG-ISCSI-2 port group and DPG-Production port group. For DPG-ISCSI-2 
port group, make sure that Uplink 2 is moved to Active and Uplink 1 is moved to Unused. For DPG-
Production, in this example, Uplink 2 is moved to Standby and Uplink 1 is moved to Active. 
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7.7 Associate hosts and assign uplinks 
Hosts and their vmnics must be associated with VDS-ISCSI.  

Note: Before starting this section, be sure you know the vmnic-to-physical adapter mapping for each host. 
This can be determined by going to Home > Hosts and Clusters and selecting the host in the Navigator 
pane. In the center pane select Configure > Networking > Physical adapters. Adapter MAC addresses 
can be determined by connecting to the iDRAC. In this example, vmnics used are numbered vmnic0 and 
vmnic1. vmnic numbering will vary depending on adapters installed in the host. 

To add hosts to the VDS-ISCSI: 

1. On the web client Home screen, select Networking.  
Right click VDS-ISCSI and select Add and Manage Hosts.  
2. In the Add and Manage Hosts dialog box: 

On the Select task page, make sure Add hosts is selected. Click Next. 
On the Select hosts page, Click the  New hosts icon. Select the check box next to each host in 

the cluster FX2-FC630-ISCSI. Click OK > Next.  
On the Select network adapters tasks page, be sure the Manage physical adapters box is 

checked. Be sure all other boxes are unchecked. Click Next. 
On the Manage physical network adapters page, each host is listed with its vmnics beneath it.   

Select the first vmnic (vmnic0 in this example) on the first host and click . 
Select Uplink 1 > OK. 
Select the second vmnic (vmnic1 in this example) on the first host and click . 
Select Uplink 2 > OK. 

Repeat steps i – iv for the remaining hosts. Click Next when done. 
On the Analyze impact page, Overall impact status should indicate .  
Click Next > Finish. 

7.8 Add VMkernel adapters for iSCSI 
In this section, two iSCSI VMkernel adapters (also referred to as VMkernel ports) are added to each ESXi 
host to allow for multipath iSCSI traffic.  

IP addresses can be statically assigned to VMkernel adapters upon creation, or DHCP may be used. Static IP 
addresses are used in this guide. 

This deployment uses the following addressing scheme for the iSCSI networks: 

 iSCSI VLANs and networks  

VLAN ID Network Used For 

100 192.168.100.0/24 iSCSI-1 

101 192.168.101.0/24 iSCSI-2 
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 Host iSCSI IP Addresses 

Host iSCSI-1 iSCSI-2 

FC630-1 192.168.100.41 192.168.101.41 

FC630-2 192.168.100.42 192.168.101.42  

FC630-3 192.168.100.43 192.168.101.43  

FC630-4 192.168.100.44 192.168.101.44 
 

To add a VMkernel adapter to each host connected to the VDS-ISCSI: 

1. On the web client Home screen, select Networking.  
Right click on VDS-ISCSI, and select Add and Manage Hosts.  
In the Add and Manage Hosts dialog box: 
On the Select task page, make sure Manage host networking is selected. Click Next. 

On the Select hosts page, click  Attached hosts. Select all hosts. Click OK > Next.  
On the Select network adapter tasks page, make sure the Manage VMkernel adapters box is 

checked and all other boxes are unchecked. Click Next. 
The Manage VMkernel network adapters page opens. 

To add the first iSCSI adapter, select the first host and click  New Adapter. 
On the Select target device page, click the radio button next to Select an existing network and 

click Browse. 
Select DPG-ISCSI-1. Click OK > Next.  
On the Port properties page, leave IPv4 selected and make sure no boxes are checked next to 

Enable services. Click Next. 
On the IPv4 settings page, if DHCP is not used, select Use static IPv4 settings. Set the IP 

address, for example 192.168.100.41, and subnet mask, 255.255.255.0, for the host on the 
first iSCSI network. Click Next > Finish.  

Repeat steps i-v to add a second iSCSI VMkernel adapter on network DPG-ISCSI-2 with an appropriate 
IP address, for example 192.168.101.41. Repeat for the remaining hosts resulting in two VMkernel 
adapters per host, with one on each network. Click Next. 
On the Analyze impact page, Overall impact status should indicate .  
Click Next > Finish. 

 

When complete, the VMkernel adapters page for each ESXi host in the vSphere data center should look 
similar to Figure 22. This page is visible by going to Hosts and Clusters, selecting a host in the Navigator 
pane, then selecting Configure > Networking > VMkernel adapters in the center pane. 

Make sure the adapters are configured correctly on each host.  
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 Host VMkernel adapters page with iSCSI networking configured 

When complete, the Configure > Settings > Topology page for VDS-ISCSI should look similar to Figure 23. 

 

 VDS-ISCSI vmnic configuration 
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7.9 Increase the MTU to 9000 on iSCSI VMkernel adapters 
Dell EMC recommends increasing the Maximum Transmission Unit (MTU) of devices handling storage traffic 
to 9000 bytes for best performance. 

To set the MTU to 9000 bytes on iSCSI VMkernel adapters: 

1. Go to Home > Hosts and Clusters and select the first host in the compute cluster. 
2. In the center pane, select Configure > Networking > VMkernel adapters. 

3. Select the vmk1 VMkernel adapter. Click Edit settings. 
4. Select NIC settings and change the MTU to 9000. 
5. Click OK. 
6. Repeat for the vmk2 VMkernel adapter.  

 
Repeat steps 1-6 on the remaining hosts in the compute cluster. 

7.10 Bind iSCSI adapters with VMkernel ports 
1. Go to Home > Hosts and Clusters.  
In the Navigator pane, select a host. 
In the center pane, select Configure > Storage > Storage adapters. 
Select a connected physical adapter listed under QLogic 57810 10 Gigabit Ethernet Adapter, e.g. 

vmhba33. 
Under Adapter Details, click the Network Port Binding tab. 

Click the  icon to open the Bind vmhbaxx with VMkernel Adapter window. 
Select the DPG-ISCSI-1(VDS-ISCSI) port group.  
Click OK 

Click the  icon to rescan the host's storage adapter. 
 

Repeat steps 4 through 7 for the second vmhba (e.g. vmhba34) on the host. In step 6.a., connect it to the 
DPG-ISCSI-2 port group. 

Repeat the steps above for the remaining hosts in the FX2-FC630-ISCSI cluster. 

When complete, each host's Storage Adapters page should look similar to Figure 24. 
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 Storage adapters details page 

7.11 Configure dynamic discovery 
With dynamic discovery, each time the initiator contacts the storage system, it sends a send targets request 
to the system. The Storage array responds by supplying a list of available targets to the initiator.  

To configure dynamic discovery for iSCSI: 

1. Go to Home > Hosts and Clusters.  
In the Navigator pane, select the first host in the FX2-FC630-ISCSI cluster. 
In the center pane, select Configure > Storage > Storage adapters. 
Select host's first connected iSCSI adapter listed under QLogic 57810 10 Gigabit Ethernet Adapter, 

vmhba33 for example. 
Under Adapter Details, click the Targets tab 
Select Dynamic Discovery and click Add to open the Add Send Target Server window.  
Next to iSCSI Server, enter the IP address for the iSCSI target created in Unisphere. In this example, 

192.168.100.1 or 192.168.100.3 is provided. Refer Configure iSCSI Interfaces 
Leave the other settings at their default values and click OK. 

Click the  icon to rescan the host's storage adapter. 
 

Repeat steps 4-9 for the host's second connected iSCSI adapter. In this example, the IP address configured 
for the iSCSI target, 192.168.101.2 or 192.168.101.4 is used. 

Repeat the above for the remaining hosts in the compute cluster. 
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Note: The storage LUN presented by the Storage array will be available, once the configuration of Storage 
device is completed. See the following section on configuring iSCSI on the Storage device. 
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8 Configure iSCSI Storage 
This section covers the iSCSI configuration of the storage device using the Unisphere web interface. Dell 
EMC Unisphere presents a new approach to unified storage management through a simple, flexible, and 
integrated user experience. Information is consolidated and visible through a single lens and managing 
storage is simplified by providing an intuitive, context-based approach. 

Note: The below configuration is used as an example and is specific to the storage device used in this 
example. See your storage configuration guide to configure your storage array for iSCSI. 

Figure 25 references the SAN connectivity from the FN410S to the Storage Processors A and B, using two 
S4048-ON switches. Table 6 provides connection details from the S4048-ON switches to the Storage 
Processors A and B. 

FN410S

S4048-ON iSCSI 1 S4048-ON iSCSI 2

FX2s

iSCSI-1, Storage Traffic
iSCSI-2, Storage Traffic
Management (CMC and Unity)

CMC

Storage array

SP B

SP A

FC

Eth

Eth

FC

FN410S

 
 iSCSI SAN 
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 Switch to storage connections 

Switch Switch 
port # VLAN Storage 

Processor (SP) port # Controller port IP 
address 

S4048-ON iSCSI-1 Te 1/1 100 SP A Ethernet Port 0 192.168.100.1 

S4048-ON iSCSI-1 Te 1/2 100 SP B Ethernet Port 0 192.168.100.3 

S4048-ON iSCSI-2 Te 1/1 101 SP A Ethernet Port 1 192.168.101.2 

S4048-ON iSCSI-2 Te 1/2 101 SP B Ethernet Port 1 192.168.101.4 

8.1 Create a Storage Pool  
1. In the left pane, under STORAGE, choose Pools. 

Click on the + icon to create a new Pool. In the dialog box that opens up, provide a Name for the pool. 
Provide a Description if needed. Click Next.  

Select the Storage Tiers for the Pool. Choose from Extreme Performance Tier, Performance Tier and 
Capacity Tier as per your requirement. Once you choose the Tier(s), if needed, change the RAID 
Configuration for chosen tiers. Click Next. 

In the Disks section, select the Amount of Storage. The total number of disks and the total capacity will 
be displayed next to Totals label. Click Next. 

Leave the Capability Profile Name section as it is and click Next.  
Review your selections in the Summary section and click Finish. The Results section displays the 

Overall status of Storage Pool being created, in the form of a percentage number. Once the Overall 
status shows 100% Completed, click Close. 

The newly created Storage Pool is now visible under the Pools section, as shown in Figure 26. 
 

Note: If you close the Results section before the Overall status shows 100% completed, it continues to run 
in the background.  



 

 
                  
 57 FX2 Storage Networking with iSCSI | Version 1.0 

 
 Storage pool created 

8.2 Add vCenter to Unisphere 
1. Launch the Unisphere GUI in a web browser.  
2. In the left pane, under ACCESS, choose VMware > vCenters.  

3. Click on the + icon to open the Add vCenter dialog box. 
4. Enter the Network Name or Address, User name and Password for the vCenter Server and click 

Find. 
5. The list of ESXi hosts that can be imported from the vCenter is displayed. Choose the needed ESXi 

hosts and click Next. 
6. In the Summary section, review the ESXi Hosts managed by the vCenter Server that will be added to 

VMware Hosts. Click Finish. 
7. The Results section displays the Overall status of discovering the vCenter, in the form of a 

percentage number. Once the Overall status shows 100% Completed, click Close. 
8. The vCenter server should be displayed as shown in Figure 27. 
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 vCenter server added to Unisphere 

 
9. The list of added of ESXi hosts should be displayed under the ESXi Hosts tab, as shown in Figure 28. 

 

 
 ESXi Hosts 

8.3 Create a LUN  
1. In the left pane of Unisphere web client, under STORAGE, choose Block > LUNs. 
2. To create a new LUN for iSCSI, click on the + icon. A Create LUN dialog box opens up. 
3. In the Configure section, select the Number of LUNs. Provide a Name and choose the Storage 

Pool from which the LUN will be created. Modify the size of the LUN as required. Click Next. 
4. In the Access section, select the hosts that can access the storage resource. Click on the + icon and 

choose the hosts. If required, you can also add hosts at a later point in time. Click Next.  
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5. Snapshot and Replication section are not configured in this deployment guide. Click Next to move 
through these sections. 

6. In the Summary section, review the details and click Finish.  
7. The Results section displays the Overall status of LUNs being created, in the form of a percentage 

number. Once the Overall status shows 100% Completed, click Close. 
The newly created LUN, named iSCSI LUN, is now visible under the LUNs section, as shown in Figure 

29. 

 
 LUN created 

8.4 Configure iSCSI Interfaces 
1. Launch the Unisphere GUI in a web browser. 
In the left pane, under STORAGE, choose Block > iSCSI Interfaces. 

Click on the + icon to add an iSCSI interface. Provide the IP Address, Subnet Mask / Prefix Length 
and VLAN ID. Click OK. 
Add a total of 4 iSCSI Interfaces. When completed, it should look similar to Figure 30. 
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 iSCSI interfaces configured 

8.5 Rescan storage on hosts 
Note: Return to the vSphere Web Client starting with this section.  

1. On the vSphere Web Client Home screen, select Hosts and Clusters.  
In the Navigator pane, select the first host in the FX2-FC630-ISCSI cluster. 
In the center pane, select Configure > Storage > Storage adapters and select the host's first storage 

adapter (e.g. vmhba33). 

Click the  icon to rescan for newly added storage devices. 
Under Adapter Details, select the Devices tab. The volume appears as shown in Figure 31. 

 

 
 Devices tab 

Select the Paths tab. The target name, LUN number and status are shown. The status field is marked 
either Active or Active (I/O) as shown in Figure 32. 
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 Paths tab 

Repeat steps 3-6 above for the host's second storage adapter (e.g. vmhba34). 

Repeat the above for the remaining hosts in the cluster. All hosts should have two active connections to the 
shared storage volume. 

8.6 Create a datastore 
Create a datastore that uses the shared storage volume.   

To create the datastore: 

1. Go to Home > Storage.  
In the Navigator pane, right click on Datacenter and select Storage > New Datastore. 
In the New Datastore window, for Location, Datacenter is selected. Click Next. 
Leave the Type set to VMFS and click Next. 
On the Name and device selection page: 

Provide a Datastore name, e.g. Datastore iSCSI. 
From the dropdown menu, select any host in the cluster. When created, this datastore will be 

accessible to all configured hosts in the cluster (refer to the note on the screen next to the  
icon).  

Click on the LUN and click Next. 
In the VMFS version section, choose VMFS 6 or VMFS 5. In this example, VMFS 6 is selected as show in 

Figure 33. Click Next. 
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 VMFS version 

Leave the Partition configuration at its default settings and click Next > Finish to create the datastore. 
 

To verify the datastore has been mounted by all hosts in the compute cluster: 

1. Go to Home > Storage.  
In the Navigator pane, select the newly created datastore, Datastore iSCSI. 
In the center pane, select Configure > Connectivity and Multipathing. 

 
All hosts in the compute cluster are listed with the datastore status shown as Mounted and Connected as 
per Figure 34. 

 
 Datastore mounted and connected 

The path status to the LUN is verified from each host by selecting a host (from the list in Figure 34) and 
expanding the Paths item near the bottom of the window. In this example, each host has four active paths to 
the LUN as shown at the bottom of Figure 35. 
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 Path status to LUN 

The multipathing policy may be changed (e.g. to Round Robin) using the Edit Multipathing button. 

8.7 CHAP Authentication 
Unsiphere provides Challenge Handshake Authentication Protocol (CHAP) for security measures. CHAP is a 
security protocol that defines a method for Authentication between iSCSI initiators and targets. The target 
authenticates a password from the initiator when the initiator wants to create a connection. If a valid password 
is not provided by the initiator, iSCSI connection will not be established. Types of CHAP authentication 
include one-way or mutual CHAP. In the one-way CHAP, the target seeks to authenticate the initiator. In 
mutual CHAP, both the iSCSI targets and the initiators seek to authenticate one another. Configuring CHAP 
Authentication is not covered in this deployment guide as it is beyond the scope of this document.  
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A FN IOM Internal Port Mapping 

A.1 Quarter-Width Servers - Dual Port CNAs  
The FC430 is an example of a quarter-width server. For quarter-width servers with dual port CNAs, each CNA 
port maps to a single port on each of the two FN IOMs. The server slots in the top row are designated 1a 
through 1d, and 3a through 3d on the bottom row. Figure 36 and Table 7 present the port mapping for 
quarter-width servers with dual port CNAs. 

FN IOM A1 (Top)
Internal Ports 

5 6

3

7

4

8

2

FN IOM A2 (Bo ttom)
Internal Ports 

1b

3a 3b

1c 1d

3c 3d

5 6

3

7

4

8

21

1

1a

 
 Quarter-width servers with dual port CNAs 

 

 Quarter-width servers with dual port CNAs 
 

 

Slot FN IOM A1 (Top) Port 
Numbers 

FN IOM A2 (Bottom) 
Port Numbers  

1a 1 1 

1b 2 2 

1c 3 3 

1d 4 4 

3a 5 5 

3b 6 6 

3c 7 7 

3d 8 8 
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Note: Quad-port CNAs are not available for quarter-width servers. 

A.2 Half-Width Servers - Dual Port CNAs 
The FC630 is an example of a half-width server. For half-width servers with dual port CNAs installed, the CNA 
ports map to a single port on each of the two FN IOMs. Figure 37 and Table 8 present the port mapping for 
half-width servers with dual port CNAs. 

Note: Ports 2, 4, 6 and 8 are not used when using half-width blades with dual port adapters. 

 
 

 

 

 

 

 

 

 
 
  

 
 IOM Port Mapping half-width servers with dual port CNAs 

  

 Half-width servers with dual port CNAs 

Slot FN IOM A1 (Top) Port 
Numbers   

FN IOM A2 (Bottom) Port 
Numbers  

1 1 1 

2 3 3 

3 5 5 

4 7 7 

A.3 Half-Width Servers - Quad Port CNAs 

Slot 2

Slot 3 Slot 4

FN IOM A1 (Top)
Internal Ports 

5 6

3

7

4

8

21

FN IOM A2 (Bo ttom)
Internal Ports 

5 6

3

7

4

8

1

Slot 1

2
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For half-width servers with quad-port CNAs installed, the CNA ports map to two ports on each FN IOM. Figure 
38  and Table 9 present the port mapping for half-width servers with quad-port CNAs. 

Slot 2

Slot 3 Slot 4

FN IOM A1 (Top)
Internal Ports 

5 6

3

7

4

8

21

FN IOM A2 (Bo ttom)
Internal Ports 

5 6

3

7

4

8

1

Slot 1

2

 
 Half-width slots with quad port CNAs 

 

 Half-width slots with quad port CNAs 

Slot FN IOM A1 (Top) Port 
Numbers  

FN IOM A2 (Bottom) Port 
Numbers 

1 1,2 1,2 

2 3,4 3,4 

3 5,6 5,6 

4 7,8 7,8 
 

 

A.4 Full-Width Servers - Dual Port CNAs 
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For full-width servers with dual-port CNAs installed, the CNA ports map to two ports on each FN IOM.  Figure 
14 and Table 4 present the port mapping for full-width servers with dual-port CNAs. 

 

FN IOM A1 (Top)
Internal Ports 

5 6

3

7

4

8

21

FN IOM A2 (Bottom)
Internal Ports 

5 6

3

7

4

8

0 1 2 3

SA
S/

SA
TA

0 1 2 3

SA
S/

SA
TA

Slot 1

Slot 3

21

 

 Full-width slots with dual port CNAs 

 

 Full-width servers with dual port CNAs 

Slot FN IOM A1 (Top) Port 
Numbers   

FN IOM A2 (Bottom) Port 
Numbers  

1 1 , 3 1 , 3 

3 5 , 7  5 , 7 
 

 

A.5 Full-Width Servers - Quad Port CNAs 
For full-width servers with quad-port CNAs installed, the CNA ports map to four ports on each FN IOM. Figure 
40 and Table 11 present the port mapping for full-width servers with quad-port CNAs 
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FN IOM A1 (Top)
Internal Ports 

5 6

3

7

4

8

21

FN IOM A2 (Bottom)
Internal Ports 

5 6

3

7

4

8
0 1 2 3

SA
S/

SA
TA

0 1 2 3

SA
S/

SA
TA

Slot 1

Slot 3

21

 

 Full-width slots with quad port CNAs 

 

 Full-width servers with quad port CNAs 

Slot FN IOM A1 (Top) Port 
Numbers   

FN IOM A2 (Bottom) Port 
Numbers  

1 1 , 2 , 3 , 4 1 , 2 , 3 , 4 

3 5 , 6 , 7 , 8 5 , 6 , 7 , 8 
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B FN Series Operational Modes 
The FN IOM supports five operational modes: Standalone (SMUX), Virtual Link Trunking (VLT), Stacking, 
Programmable MUX (PMUX) and Full-switch. Refer Table 12 for detailed descriptions of each mode. To 
enable a new operational mode issue the command stack-unit 0 iom-mode IOM_Mode in configuration 
mode. Administrators must reload the switch after enabling a new operational mode. 

  FN series operational modes 

IOM mode Description 

Standalone mode (SMUX) This is the factory default mode for the IOM. SMUX is a fully automated, 
zero-touch mode that allows VLAN memberships to be defined on the 
server-facing ports while all upstream ports are configured in port channel 
128. Administrators cannot modify this setting. 

VLT mode This low-touch mode automates all configurations except VLAN 
membership. Port 9 is dedicated to the VLT interconnect in this mode. 

Programmable MUX mode 
(PMUX) 

PMUX mode provides operational flexibility by allowing the administrator to 
create multiple link aggregation groups (LAGs), configure VLANs on uplinks, 
and configure data center bridging (DCB) parameters on the server-facing 
ports. 

Stacking mode (FN410S 
and FN410T only) 

Stacking mode combines multiple switches to make a single logical switch, 
which is managed by a designated master unit in the stack. This mode 
simplifies management and redundant configurations. 

Full-switch mode Full-switch mode makes all switch features available. This mode requires 
the most configuration but allows for the most flexibility and customization. 
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C Dell EMC validated hardware and components  
The following tables present the hardware and components used to configure and validate the example 
configurations in this guide. 

C.1 Switches 

Qty Item Firmware Version 

1 S6010-ON Spine switch DNOS 9.11.0.0 P4 

2 S4048-ON Leaf switch DNOS 9.11.0.0 P4 

2 S4048-ON iSCSI SAN switch DNOS 9.11.0.0 P4 

1 S3048-ON Management switch DNOS 9.11.0.0 P4 
 

C.2 PowerEdge FX2s chassis and components 
This guide uses one FX2s chassis with four FC630 servers in the Compute cluster. 

Qty per 
chassis Item Firmware Version 

1 FX2s Chassis Management Controller 1.40.200.201608133205 

2 FC630 servers. 
• 2 - Intel Xeon E5-2683 v4 2.10GHz,16 Cores 
• 8 - 16GB DIMMS (128 GB total) 
• 2 - 200 GB SATA SSD 
• 2 - 16 GB Internal SD Cards 
• 1 - PERC H730P Slim Storage Controller 
• 2 - QLogic 577xx/578xx 10 Gb Ethernet BCM57810 
• FC630 BIOS 
• FC630 iDRAC with Lifecycle Controller 

 
• - 
• - 
• - 
• - 
• 25.5.0.0018  
• 08.07.26  
• 2.3.5 
• 2.41.40.40 

1 FC630 server. 
• 2 - Intel Xeon E5-2680 v3 2.50GHz,12 Cores 
• 8 - 16GB DIMMS (128 GB total) 
• 2 - 300 GB SAS HDD 
• 2 - 16 GB Internal SD Cards 
• 1 - PERC H330P Mini Storage Controller 
• 2 - QLogic 577xx/578xx 10 Gb Ethernet BCM57810 
• FC630 BIOS 
• FC630 iDRAC with Lifecycle Controller 

 
• - 
• - 
• - 
• - 
• 25.5.0.0019  
• 08.07.26  
• 2.3.5 
• 2.41.40.40 

1 FC630 server.  
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• 2 - Intel Xeon E5-2683 v4 2.10GHz,16 Cores 
• 8 - 16GB DIMMS (128 GB total) 
• 3 - 200 GB SATA HDD 
• 2 - 16 GB Internal SD Cards 
• 1 - PERC H730P Slim Storage Controller 
• 2 - QLogic 577xx/578xx 10 Gb Ethernet BCM57810 
• FC630 BIOS 
• FC630 iDRAC with Lifecycle Controller 

• - 
• - 
• - 
• - 
• 25.5.0.0018  
• 08.07.26  
• 2.3.5 
• 2.41.40.40 

2 FN410S IOM DNOS 9.11.0.0P4 

4 Intel I350-T Base-T 1GbE DP LP PCIe adapter (for Management) 17.5.10 

C.3 Validated iSCSI Storage arrays  
Dell EMC PowerEdge FX2s with FN410S modules were validated with the storage arrays shown below: 

• Dell EMC Unity 500F 
• Dell EMC Unity SC4020 

Dell EMC Unity 500F delivers all-flash storage from 7.7 TB to 8.0 PB raw capacity. It has concurrent support 
for NAS, iSCSI, and FC protocols. The Disk Processing Enclosure (DPE) has a 2-RU form factor, has two 
Storage Processors (SPs) and supports up to twenty-five 2.5-inch drives. Additional 2-RU Disk Array 
Enclosures (DAEs) may be added providing twenty-five additional drives each. 

Each of the SPs in the DPE has two on-board 12Gb SAS ports for connecting to Disk Access Enclosures 
(DAEs). Additionally, a 4-port 12Gb SAS I/O Module can be provisioned in order to provide additional back-
end buses.  

 
 Dell EMC Unity Disk Processing Enclosure (DPE) (front) 

Note: See Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage for more 
information on configuring SC4020. 

http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
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D Dell EMC validated software and required licenses 
The Software table presents the versions of the software components used to validate the example 
configurations in this guide. The Licenses section presents the licenses required for the example 
configurations in this this guide. 

D.1 Software 

Item Version 

VMware ESXi 6.5.0 Build 4564106 Dell Customized A00 

VMware vCenter Server Appliance VMware VCenter Server  6.5.0 Build 4602587 

vSphere Web Client 6.5.0 Build 4602587 (included with VCSA above) 

D.2 Licenses 
The vCenter Server is licensed by instance. The remaining licenses are allocated based on the number of 
CPU sockets in the participating hosts. 

Required licenses for the topology built in this guide are as follows: 

• VMware vSphere 6 Enterprise Plus - 8 CPU sockets 
• vCenter 6 Server Standard – 1 instance 
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E Technical support and resources 
Dell.com/support is focused on meeting customer needs with proven services and support. 

Dell TechCenter is an online technical community where IT professionals have access to numerous resources 
for Dell EMC software, hardware and services.  

E.1 Dell EMC product manuals and technical guides 
Manuals and documentation for Dell Networking S3048-ON 

Manuals and documentation for Dell Networking S4048-ON 

Manuals and documentation for Dell Networking S6010-ON 

Manuals and documentation for the FN IO Module 

Manuals and Documentation for PowerEdge FX2/FX2s  

Dell TechCenter Networking Guides 

Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage 

FNIOM Easy deployment guide 

DELL EMC Unity Technical Documentation 

Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage. 

E.2 VMware product manuals and technical guides 
VMware vSphere 6.5 Documentation Center  

VMware Compatibility Guide 

http://www.dell.com/support
http://en.community.dell.com/techcenter/
http://www.dell.com/support/home/us/en/04/product-support/product/force10-s3048-on/manuals
http://www.dell.com/support/home/us/en/04/product-support/product/force10-s4048-on/manuals
http://www.dell.com/support/home/us/en/19/product-support/product/networking-s6010-on/manuals
http://www.dell.com/support/home/us/en/19/product-support/product/fn-io-module/manuals
http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals
http://en.community.dell.com/techcenter/networking/p/guides
http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
http://en.community.dell.com/techcenter/networking/m/networking_files/20442084
https://www.emc.com/en-us/documentation/unity-family.htm
http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
http://pubs.vmware.com/vsphere-65/index.jsp
http://www.vmware.com/resources/compatibility/search.php
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F Support and Feedback 
Contacting Technical Support  

Web: http://Support.Dell.com/ 
Telephone: USA: 1-800-945-3355 

Feedback for this document  

We encourage readers to provide feedback on the quality and usefulness of this publication by sending an 
email to Dell_Networking_Solutions@Dell.com. 

 

 

 

 

 

 

http://support.dell.com/
mailto:DELL_NETWORKING_SOLUTIONS@dell.com
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1
About Dell Blade I/O Manager
You can use Dell Blade I/O Manager to manage the configuration and monitoring of the following I/O 
Aggregator devices:


• MIOA for M1000e chassis


• FN IOA for FX2 chassis


Figure 1. Dell Blade I/O Manager User Interface


1. Navigation Menu


2. Page
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3. Toolbar


The Dell Blade I/O Manager user interface consists of the following elements:


• Toolbar — From this area, you can log out from Dell Blade I/O Manager, view the number of alerts, 
reboot the I/O Aggregator device, and open online help.


• Navigation menu — From this area, you can navigate to the pages in Dell Blade I/O Manager: 
Dashboard, Logs and Alerts, Port Configuration, Switching Layer-2, Security, and Settings.


• Pages — The main area where information appears and you can configure settings.


 


Logging In
You can log in to Dell Blade I/O Manager from Chassis Management Controller (CMC).
You can view Dell Blade I/O Manager in one of the following web browsers:


• Apple Safari


• Google Chrome


• Microsoft Internet Explorer 9 or later


NOTE: If you upgrade Dell Blade I/O Manager, clear the browser memory cache before opening the 
new version in the browser.


1. Open CMC for the managed I/O Aggregator device.


2. In the navigation menu, under I/O Module Overview, select the slot containing the I/O Aggregator 
device.


3. On the page that appears, click Launch I/O Module GUI.


Dell I/O Blade Manager appears.


4. Make the appropriate entries in the User name and Password fields.


5. Click Log in.


Logging Out
You can log out of the Dell Blade I/O Manager from the toolbar.


1. From the toolbar, click your user name.


2. From the drop-down menu, select Logout.


Initial Setup Wizard
The Initial Setup Wizard guides you through initial I/O Aggregator device configuration so that you can 
get the device running quickly.


The Initial Setup Wizard appears upon your first login. You can also open it from the Quick Tasks section 
of the Dashboard page.


Before you begin, gather the following information from your device:


• IOA Mode


• IP address and subnet mask
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• (optional) Root user password and enable password


• (optional) SNMP credentials


The wizard has the following steps:


• Mode Settings


• Combo Port Settings


• Network Settings


• Credentials


• SNMP Settings


• Uplink Failure Detection


• Network Time Protocol


• Summary


To begin configuration using the wizard, click Next to configure Mode Settings.


Configuring Mode Settings


On the Mode Settings of the Initial Setup Wizard, you select an I/O Aggregator device operational mode.


1. If not already done, from the Welcome screen, click Next.


The Mode Settings screen appears.


2. Select one of the following modes:


• Standalone Mode (default) — Default mode of the I/O Aggregator device. In this mode, all ports 
are configured as members of all VLANs. All VLANs are up and can send or receive Layer 2 traffic.


• Stack Mode — Multiple switches operate as single unit. A single switch in the stack (Master 
switch) manages all units in the stack and uses a single IP address that you can use to manage 
every port in the stack.


• VLT Mode — Virtual Link Trunking. VLT enables physical links between two chassis to appear as a 
single virtual link to the network core or other switches such as Edge, Access or ToR. VLT reduces 
the role of Spanning Tree protocols by allowing LAG terminations on two separate distribution or 
core switches, and by supporting a loop free topology. VLT institutes Layer 2 multipathing, 
creating redundancy through increased bandwidth, enabling multiple parallel paths between 
nodes and load-balancing traffic where alternative paths exist.


• Programmable MUX Mode — Programmable multiplex mode. This mode provides flexibility of 
operation with added configurability. This mode creates multiple LAGs, configuring VLANs on 
uplinks and the server side, and configuring data center bridging (DCB) parameters. 
Programmable MUX mode supports both stacking and VLT operations.


• Full-switch Mode — All commands and configurations supported on MXL available in this mode. 
This mode offers Layer 2/Layer 3 switching functionalities on the Dell FX2 chassis.


NOTE: This mode is only available for FN IOA for FX2 chassis devices.


(Standalone, Stack, and VLT Modes for MIOA for M1000e chassis devices only). You can also select 
Enable Quadport to configure solitary QSFP+ 40 G ports into four 10 G ports.


3. (Stack Mode only) In the Stacking Unit area, from the Unit drop-down menu, select a unit from 0–5.


NOTE: This number is the factory-assigned unit number, not a priority number.


4. Click Next. The next wizard screen depends on the device and device mode:


• For FN2210S SKU FN IOA for FX2 chassis devices in all modes except programmable multiplex, 
proceed to the Combo Port screen.
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• For MIOA for M1000e chassis devices, FN410S SKU and FN410T SKU FN IOA for FX2 chassis 
devices in programmable multiplex mode, or FN MXL devices screen proceed to the Network 
Settings screen.


Configuring Combo Port Settings (Initial Setup Wizard)


On the Combo Port Settings screen of the Initial Setup Wizard, you can configure ports 9 and 10 in 
FN2210S SKU FN IOA for FX2 chassis devices to work either as Ethernet ports or Fibre Channel ports. 
Ethernet ports handle common traffic. Fibre Channel ports connect to a Storage Area Network (SAN).


NOTE: This screen does not apply for MIOA for M1000e chassis devices, FN410S SKU and FN410T 
SKU FN IOA for FX2 chassis devices in Programmable Multiplex mode, or FN MXL devices.


1. If not already done, from the Mode Settings screen, click Next.


The Combo Port Settings screen appears.


2. Make one of the following selections:


• Ethernet


• Fibre Channel


3. Click Next and proceed to the Network Settings screen.


Configuring Network Settings


On the Mode Settings screen of the Initial Setup Wizard, you configure the IP address of the Management 
Interface in the I/O Aggregator module.
Make sure that the configured IP address is in the same subnet as the management device.


1. If not already done, from the Mode Settings screen, click Next.


The Network Settings screen appears.


2. In the IP Address Source field, select Static IP or Dynamic IP.


The IP Version, IP Address, Subnet Mask, and Gateway settings appear by default.


3. Click Next and proceed to the Credentials screen.


Configuring Credentials


On the Credentials screen of the Initial Setup Wizard, you configure the user name and password to log 
on to the switch interface.


1. If not already done, from the Network Settings screen, click Next.


The Credentials screen appears.


2. In the User Name field, enter a user name. The minimum user name length is one alphanumeric 
character and the maximum user name length is 63 alphanumeric characters.


3. In the Password and Re-enter Password fields, enter the password. The minimum password length is 
one alphanumeric character and the maximum password length is 32 alphanumeric characters.


4. In the Enable Password and Re-enter Password fields, enter the password to enter the Enable mode 
on the switch. The minimum password length is one alphanumeric character and the maximum 
password length is 32 alphanumeric characters.


5. Click Next and proceed to the SNMP Settings screen.
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Configuring SNMP Settings


On the SNMP Settings screen of the Initial Setup Wizard, you can configure Simple Network Management 
Protocol (SNMP) for network management and monitoring.


1. If not already done, from the Credentials screen, click Next.


The SNMP Settings screen appears.


2. In the SNMP Mode field, select Enabled to configure SNMP.


3. In the SNMP Community String field, enter the string that grants access to the statistics of the 
switch.


4. Click Next. The next wizard screen depends on the device mode:


• For Programmable Multiplex mode and FN MXL devices, proceed to the Summary screen.


• For all other device modes, proceed to the Uplink Failure Detection screen.


Configuring Uplink Failure Detection


On the Uplink Failure Detection screen of the Initial Setup Wizard, you can configure Uplink Failure 
Detection (UFD). UFD provides detection of the loss of upstream connectivity. If there is a link failure, the 
I/O Aggregator device disables downlink interfaces.


NOTE: This screen does not apply for devices in Programmable Multiplex mode or FN MXL devices.


1. If not already done, from the SNMP Settings screen, click Next.


The Uplink Failure Detection (UFD) screen appears.


2. To configure uplink failure detection, select Enabled or select Disabled to disable it.


3. If you select Enabled, configure a timer setting that prevents unwanted flapping of downstream ports 
when the uplink port channel goes down and comes up. The configured value in seconds is how 
long the device waits for the upstream port channel (LAG 128) to come back up before it disables the 
server ports. Select one of the following:


• Default Defer Timer (10 sec)


NOTE: If you select this setting, if the uplink goes down, the device disables the downlink 
within 10 seconds.


• Custom Defer Timer (enter a setting in seconds from 0 to 100)


4. Click Next and proceed to the Network Time Protocol screen.


Configuring Network Time Protocol


On the Network Time Protocol screen of the Initial Setup Wizard, you can configure an NTP time-serving 
host to synchronize with the switch. With NTP, the switch can act only as a client to an NTP clock host.


NOTE: This screen does not apply for devices in Programmable Multiplex mode or FN MXL devices.


1. If not already done, from the Uplink Failure Detection screen, click Next.


The NTP screen appears.


2. From the Time Zone drop-down menu, select the time zone


3. Select Enable NTP Server.


4. In the Preferred NTP Server IP Address or URL field, enter the host name or IP address of the primary 
NTP server.


5. In the Secondary NTP Server IP Address or URL (optional) field, enter the host name or IP address of 
a secondary or backup NTP server.
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NOTE: Dell Blade I/O Manager only supports IPv4 management address notation.


6. Click Next and proceed to the Summary screen.


Viewing the Summary


The Summary screen is the final step of the Initial Setup Wizard.
This screen summarizes your configuration settings for the IOA device. From this screen, you can save 
the configuration settings to the start-up configuration file.


1. If not already done, from the Network Time Protocol screen, click Next.


2. Review these settings.


3. To edit settings, click the Back button to navigate to the appropriate screen.


4. If the settings are correct, click Apply.


The I/O Aggregator device reboots to apply the settings.
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2
Dashboard
You can quickly view a summary of all key details of your I/O Aggregator device on the Dashboard page.


The Dashboard page can consist of the following tabs:


• Summary


• Port Details


• Stack Summary


• Stack Port Summary


• VLT Summary


NOTE: The appearance of the Dashboard can vary depending on the type of managed I/O 
Aggregator device.


 


Summary
The Summary tab of the Dashboard page displays properties, network settings, bandwidth usage, 
shortcut links to common tasks, and alerts for the I/O Aggregator device.


This tab has the following sections:


• IOA Information


• Resources


• Quick Tasks


• Alerts


Device Image


The device image is a graphic representation of the I/O Aggregator device that Dell Blade I/O Manager 
manages.


You can hover your mouse over the ports in the graphic to display the following information about 
external ports:


• Port — Port number or port range for QSFP+ 40 G ports configured for quad-port.


NOTE: External port numbers do not begin with 1; which is reserved for internal ports.


• Link Status — State of the link: Up or Down.


• Speed — Port speed.


• Administrative State — If enabled, the port can link to another port.


• VLANs — VLAN to which the port is assigned.


• LAG — Link Aggregation Group to which the port is assigned.
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NOTE: QSFP+ 40 G ports configured for quad-port into four 10 G ports display information for all 
four ports.


IOA Information


The IOA Information section of the Dashboard page displays information about the managed I/O 
Aggregator device in three subsections:


• Properties


• Status


• Settings


The Properties subsection lists the following information about the managed I/O Aggregator device:


• Model — The I/O Aggregator device type: MIOA (for Dell I/O Aggregator M1000e chassis) or FN IOA 
(for Dell PowerEdge IOM FX2 chassis).


• Active IOA Mode — Current mode of the IOA device:


– Standalone Mode (default) — Single device. This mode is the default setting.


– Stack Mode — Multiple switches operate as single unit. A single switch in the stack (Master switch) 
manages all units in the stack and uses a single IP address that you can use to manage every port 
in the stack.


– VLT Mode — Virtual Link Trunking. VLT enables physical links between two chassis to appear as a 
single virtual link to the network core or other switches such as Edge, Access, or ToR. VLT reduces 
the role of Spanning Tree protocols by allowing LAG terminations on two separate distribution or 
core switches, and by supporting a loop free topology. VLT institutes Layer 2 multipathing, 
creating redundancy through increased bandwidth, enabling multiple parallel paths between 
nodes and load-balancing traffic where alternative paths exist.


– Programmable MUX Mode — Programmable Multiplex mode. This mode provides flexibility of 
operation with added configurability. This mode creates multiple LAGs, configuring VLANs on 
uplinks and the server side, and configuring data center bridging (DCB) parameters. Programmable 
MUX mode supports both stacking and VLT operations. You can make any configuration or 
provisioning of the device through the CLI.


– Full Switch — Applicable only for FN IOA for FX2 chassis. Supports layer 2 and layer 3 routing. You 
can make any configuration or provisioning of the device through the CLI.


• IOA Mode After Reboot — The IOA mode for the device after a reboot.


• Host Name


• Fabric — The slot in the chassis: A1, A2, B1, B2, C1, or C2.


NOTE: Slots B1, B2, C1, and C2 apply only to MIOA.


• Unit — The device value assigned at factory: 0 to 5.


NOTE: If you stack I/O Aggregator devices, two units cannot both have the unit value of 0. The 
system reassigns one device with a unit value of 0 to 1.


• Optional Module 1 — m1000e chassis only. Module 1 contains ports 49–56.


• Optional Module 2 — m1000e chassis only. Module 2 contains ports 41–48.


• Service Tag — The identifier used when contacting Dell Customer Support.


• System MAC Address — The MAC address of the entire I/O Aggregator device.


• Port MAC Address — The MAC address for the I/O Aggregator interfaces.


• Hardware Version — The I/O Aggregator device version.


• Firmware Version — The I/O Aggregator firmware version.


The Status subsection displays the device health.
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The Network Settings subsection displays out-of-band management settings about the managed I/O 
Aggregator device:


• DHCP Enabled — Enabled or Disabled


• IP Address


• Subnet Mask


• Gateway


• MAC Address


Editing the Active IOA Mode


From the Dashboard page you can edit the operational mode of the I/O Aggregator device.


1. From the navigation menu, select Dashboard.


The Dashboard page appears.


2. In the IOA Information Properties section, select Edit in the Active IOA Mode field.


The Mode Settings dialog box appears.


3. In the IOA Operational Mode section, select the new mode:


• Standalone Mode (default) — Default mode of the I/O Aggregator device. In this mode, all ports 
are configured as members of all VLANs. All VLANs are up and can send or receive Layer 2 traffic.


• Stack Mode — Multiple switches operate as single unit. A single switch in the stack (Master 
switch) manages all units in the stack and uses a single IP address that you can use to manage 
every port in the stack.


• VLT Mode — Virtual Link Trunking. VLT enables physical links between two chassis to appear as a 
single virtual link to the network core or other switches such as Edge, Access or ToR. VLT reduces 
the role of Spanning Tree protocols by allowing LAG terminations on two separate distribution or 
core switches, and by supporting a loop free topology. VLT institutes Layer 2 multipathing, 
creating redundancy through increased bandwidth, enabling multiple parallel paths between 
nodes and load-balancing traffic where alternative paths exist.


• Programmable MUX Mode — Programmable Multiplex mode. This mode provides flexibility of 
operation with added configurability. This mode creates multiple LAGs, configuring VLANs on 
uplinks and the server side, and configuring data center bridging (DCB) parameters. 
Programmable MUX mode supports both stacking and VLT operations. You can make any 
configuration or provisioning of the device through the CLI.


• Full Switch — All commands and configurations supported on MXL available in this mode. This 
mode offers Layer 2/Layer 3 switching functionalities on the Dell FX2 chassis.


NOTE: This mode is only available for FN IOA for FX2 chassis devices.


4. (Standalone, Stack, and VLT Modes for MIOA for M1000e chassis devices only) In the Quadport Mode 
section, select Enable Quadport to configure solitary QSFP+ 40 G ports into four 10 G ports.


5. (Stack mode only) In the Stacking Unit area, from the Unit drop-down menu, select a unit from 0–5.


6. Click Apply.


7. Reboot the I/O Aggregator device.


NOTE: After you reboot the I/O Aggregator device, the selected active IOA mode might not 
remain the one previously selected.


Editing the Host Name


In the Summary tab of the Dashboard page, you can edit the host name of the I/O Aggregator device.


1. From the navigation menu, click Dashboard.


2. In the Properties section of the Summary tab, click Edit next to the Host Name field.
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The Host Name dialog box appears.


3. In the Host Name field, enter a new host name for the device. The new host name must have a 
minimum of one character and a maximum of 32.


4. Click Apply.


Editing Network Settings


You can configure the IP address of the management interface in the IOA module from the Summary tab 
on the Dashboard page.
Make sure that the configured IP address is in the same subnet as the management device.


1. From the navigation menu, click Dashboard.


2. In the Network Settings section of the Summary tab, click Edit.


The Network Settings dialog box appears.


3. In the IP Address Source field select what type of IP address the management interface has: Static IP 
or Dynamic IP.


IP Version and VLAN ID settings appear by default.


4. (Static IP only) In the IP Address field, enter the IP address of the management interface. Dell Blade 
I/O Manager only supports IPv4 addresses.


5. (Static IP only) In the Subnet Mask field, enter the subnet mask of the management interface.


6. (Static IP only) In the Gateway field, enter the gateway IP address for the management interface.


7. Click Apply.


8. Reboot the I/O Aggregator device.


NOTE: The Dell Blade I/O Manager user interface might be unreachable after changing network 
settings. To refresh Dell Blade I/O Manager, close your web browser and start a new browsing 
session.


Resources


The Resources section of the Dashboard page displays bandwidth information for the uplink ports of the 
I/O Aggregator device.


This section displays:


• Bandwidth graph — Circle graph displaying the average daily bandwidth usage on the device.


• Average Daily Traffic — Average bandwidth of traffic traversing the uplink ports in the last 24 hours.


• Bandwidth Cap — Total bandwidth capacity of all uplink ports on the device.


Quick Tasks


The Quick Tasks section of the Dashboard page lists links to commonly used tasks in the Dell Blade I/O 
Manager:


• VLAN Assignment


NOTE: This link is not available for I/O Aggregator devices in programmable multiplex mode or 
FN MXL devices.


• Port Assignments 


• Initial Setup
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Alerts


The Alerts section of the Dashboard page displays alerts from the I/O Aggregator device. Dell Blade I/O 
Manager polls the device every 60 seconds for new alerts.


This section has two subsections:


• Active Alerts — Lists total alerts by category: Critical, Warning, Informational


• Recently Logged Activity — Lists the three most recent alerts.


You can click View All to go to the Logs and Alerts page for more details on alerts.


Port Details
The Port Details tab of the Dashboard page displays the following details about each port on the I/O 
Aggregator device:


• Port — Port number.


• Link Status — Status of the link: Up or Down.


• Link Speed — Link speed of the port when it is up in M or G.


• Administrative State — Displays Enabled or Disabled. The port can only link up if connected to 
another enabled port.


• VLANs — Displays the VLAN number to which the port belongs.


• LAG — Link Aggregation Group number to which the port is configured to be part.


NOTE: To view the actual LAG status of a port, go to the Link Aggregation (LAG) section of the 
Switching Layer-2 page.


To filter the list by internal or external ports only, make the appropriate selection from the Filter By menu.


Stack Summary
For I/O Aggregator devices in stack mode, the Stack Summary tab displays details about all devices in the 
stack and their interface details.


This tab has two sections: Stack Information and Stacked Ports.


The Stack Information section displays the following information:


• Unit — The stack unit number: 0 to 5.


• Unit Type — The stack unit type: Master, Standby, or Member.


• Status — The state of the stack unit.


• Required Type — The type of I/O Aggregator device.


• Firmware Version — Version of Operating System on stack unit.


• Number of IOA Ports — You can click View Details to jump to the Stack Port Summary tab.


The Stacked Ports section displays the following information:


• Topology — Topology of connected stack ports: ring, daisy chain, or standalone.


• Interface — Port ID of connected stack port on this unit.


• Connection — Port ID of other unit’s stack port to which this one connects.
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• Link Speed — Link speed of this stack port: 10 or 40 Gb/s.


• Administrative State — Enabled or Disabled. If enabled, the port can link to another port


• Link Status — Operational status of the stack port: Up or Down.


Stack Port Summary
For I/O Aggregator devices in stack mode, the Stack Port Summary tab displays details about the ports 
and their status present in each stack unit.


This tab displays the following information:


• Port — Stacking port. There can be a maximum of 32 internal ports and 24 external ports displayed.


• Link Status — Status of port: Up or Down.


• Link Speed — Link speed of this stack port.


• Administrative State — Displays Enabled or Disabled. If enabled, the port can link to another port.


• VLANs — VLANs to which the port is a member.


• LAG — Link Aggregation Group number to which the port is configured to be part.


NOTE: To view the actual LAG status of a port, go to the Link Aggregation (LAG) section of the 
Switching Layer-2 page.


From the Filter By drop-down menus you can filter these details in the following ways:


• (First menu) Stack unit number and role


• (Second menu) All ports


• (Second menu) Internal Ports only


• (Second menu) External Ports only


VLT Summary


For I/O Aggregator devices in VLT mode, the VLT Summary tab displays details about the VLT role of that 
unit. This tab displays the following information:


• General information about VLT domains currently configured on the switch.


• Detailed information about the VLT-domain configuration, including local and peer port-channel IDs, 
local VLT switch status, and number of active VLANs on each port channel.


• VLT peer status, role of the local VLT switch, VLT system MAC address and system priority, and the 
MAC address and priority of the locally attached VLT device.


• Current configuration of all VLT domains or a specified group on the switch.


• Statistics of VLT operation.
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3
Logs and Alerts
Dell Blade I/O Manager polls the I/O Aggregator device in 60–second intervals for new log entries and 
alerts. The Logs and Alerts page displays all log entries and alerts from the I/O Aggregator device.


This page lists log entries and alerts in table format with the following columns:


• Severity: Informational, Warning, or Critical.


• Date and Time: Date and time stamp of when the device recorded the log entry or alert.


• Description: Description of the log entry.


You can perform the following actions on this page:


• Click Refresh, if you want to display log entries and alerts from the device before the next polling 
period.


• From the Filter By menu, you can filter the log entries and alerts by severity type.


 


Editing Alert Settings
Alerts in Dell Blade I/O Manager reside in RAM. You can configure the number of alerts listed in Dell Blade 
I/O Manager.
After the configured limit is reached, a new alert replaces the oldest alert displayed on the Logs and 
Alerts page.


1. From the navigation menu, click Logs and Alerts.


2. Click Settings.


The Settings dialog box appears.


3. In the Maximum Logs field, enter a number from 20 to 1000 of the maximum logs you want the Dell 
Blade I/O Manager to display at one time.


4. Click Apply.
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4
Port Configuration
The Port Configuration page is where you can configure various port settings on an I/O Aggregator 
device.


This page consists of the following sections:


• Port Settings


• Uplink Ports


• Uplink Failure Detection


• Combo Port (FN2210S SKU FN IOA for FX2 devices only)


 


Port Settings
The Port Settings section of the Port Configuration page displays in circular graph format the number of 
configured external and internal ports of the I/O Aggregator device.


NOTE: You can only edit these settings for M1000e and FN IOA devices in standalone or VLT mode.


In the circular graphs, blue represents configured ports.


From this section you can:


• View port configurations


• Configure port settings


Viewing Current Port Configurations


From the Port Settings section of the Port Configuration page, you can view all current port 
configuration settings on the I/O Aggregator device.
M1000e devices have a maximum of 32 internal ports and 24 external ports. FX2 devices have a 
maximum of eight internal ports and four external ports.


NOTE: You can only edit these settings for M1000e and FN IOA devices in standalone or VLT mode.


1. From the navigation menu, click Port Configuration.


The Port Configuration page appears.


2. In the Port Settings section, click View Port Configurations.


The Current Port Configurations dialog box appears, listing the following information for each 
configured port:


• Interface — Displays the interface type with chassis slot and port number.


• Description — Displays the user-configured description of the port.


• Port Type — Displays the port type: Internal, Copper, Fibre, QSFP, or SFP+.


• Link Status — Displays whether the port link is Up or Down.
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• Auto Negotiation — Displays whether auto-negotiation is Enabled or Disabled on the interface. 
Autonegotiation allows two devices at either end of a 10 Mbps, 100 Mbps, or 1000 Mbps link to 
advertise and negotiate the link operational mode — such as the speed of the link and the duplex 
configuration of half or full duplex — to the highest common denominator.


• Speed — Displays the speed of the port.


• MTU — Displays the Maximum Transmission Unit (MTU) (frame size) for an Ethernet interface. 
This setting is the limit for the largest packet that can be passed through the interface.


• Remote Fault Signaling — (If applicable) Displays whether the remote fault signaling feature is 
Enabled or Disabled. This feature brings the interface up or down when a Remote Fault 
Indication (RFI) error is detected.


• Auto LAG — (If applicable) Displays whether the Auto LAG feature is Enabled or Disabled. This 
feature has the device automatically assign internal ports to Link Aggregation Groups.


• Keep Alive — Displays whether the keep alive feature is Enabled, Disabled, or blank (not 
applicable). This feature periodically transmits keepalive packets to keep an interface alive when 
not transmitting data.


You can also filter this list from the Filter By menu and select All Ports, Internal Ports, or External 
Ports.


3. To close the Current Port Configurations dialog box, click Close.


Enter an example that illustrates the current task (optional).
Enter the tasks the user should do after finishing this task (optional).


Configuring Port Settings


From the Port Settings section of the Port Configuration page, you can configure port settings on the 
I/O Aggregator device.


NOTE: You can only configure these settings for M1000e and FN IOA devices in standalone or VLT 
mode.


Tip: You can click View Port Configurations to view all currently configured port settings.


1. From the navigation menu, click Port Configuration.


The Port Configuration page appears.


2. From the Interface drop-down menu, you can select one of the following filters:


• All Ports


• Internal Ports


• External Ports


• Custom Range


• Individual port number


3. If you select Custom Range in step 2, in the Port Range field, enter the ports in the range. Separate 
individual ports with a comma. You can use a dash to denote a range. For example: 1,2,6–8.


The Interface(s) Selected field displays the selected interface types with chassis slot and port number


4. In the Interface Description field, enter a description of the interface. The maximum description 
length is 240 alphanumeric characters.


5. In the Administrative State field, select Enabled or Disabled. If enabled, the port can link to another 
port.


6. In the Auto Negotiation field, select Enabled or Disabled. Autonegotiation allows two devices at 
either end of a 10 Mbps, 100 Mbps, or 1000 Mbps link to advertise and negotiate the link operational 
mode — such as the speed of the link and the duplex configuration of half or full duplex — to the 
highest common denominator. If you select Enabled, skip to step 8.
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NOTE: Autonegotiation is not available for QSFP+ ports.


7. From the Speed drop-down menu, select the port speed.


NOTE: This setting is not available if you enabled autonegotiation.


The MTU (bytes) field displays the Maximum Transmission Unit setting for the Ethernet interface in 
bytes from 594 to 12000. This setting is the limit for the largest packet that can be passed through 
the interface.


NOTE: This setting is not available for fibre channel ports.


8. In the Remote Fault Signaling field, select Enabled or Disabled.


9. In the Keep Alive field, select Enabled or Disabled.


10. Click Apply.


Uplink Ports
The Uplink Ports section of the Port Configuration page is where you can enable or disable quadport 
mode. This mode has I/O Aggregator ports a 1x40GE port operate as 4x10GE ports.


NOTE: You can only view these settings for M1000e devices in standalone or VLT mode.


This section displays whether quad-port mode is enabled or disabled. It also displays a graphic 
representation of the ports on the device.


Configuring Uplink Ports


You can configure quad-port mode on certain I/O Aggregator devices so that a 1x40GE port operates as 
4x10GE ports.


NOTE: You can only configure these settings for M1000e devices in standalone or VLT mode.


1. From the navigation menu, click Port Configuration.


The Port Configuration page appears.


2. In the Uplink Ports section, click Edit.


The Uplink Ports dialog box appears.


3. To enable the feature, select Quadport Mode, to disable it, clear this setting.


4. Click Apply.


Changing uplink port settings requires a reboot of the device. The Confirm dialog box appears.


5. Click Confirm.


Uplink Failure Detection
Uplink Failure Detection (UFD) provides detection of the loss of upstream connectivity. If there is a link 
failure, the I/O Aggregator device disables downlink interfaces. The Uplink Failure Detection (UFD) section 
of the Port Configuration page displays whether this feature is enabled for the I/O Aggregator device.


If UFD is enabled, the page also displays the Defer Timer setting in seconds. This setting prevents 
unwanted flapping of downstream ports when the uplink port channel goes down and comes up. The 
configured value in seconds is how long the device waits for the upstream port channel (LAG 128) to 
come back up before it disables the server ports.
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NOTE: You can only edit these settings for M1000e and FN IOA devices in standalone or VLT mode.


Configuring Uplink Failure Detection (Port Configuration Page) 


Uplink Failure Detection (UFD) provides detection of the loss of upstream connectivity. If there is a link 
failure, the I/O Aggregator device disables downlink interfaces.


NOTE: You can only configure these settings for M1000e and FN IOA devices in standalone or VLT 
mode.


You can configure this feature the Initial Setup Wizard. But if you need to change its configuration 
afterwards, you can enable or disable UFD from the Port Configuration page.


1. From the navigation menu, click Port Configuration.


2. In the Uplink Failure Detection (UFD) section, click Edit.


The Uplink Failure Detection dialog box appears.


3. To configure uplink failure detection, select Enabled or select Disabled to disable it.


4. If you select Enabled, configure a timer setting that prevents unwanted flapping of downstream ports 
when the uplink port channel goes down and comes up. The configured value in seconds is how 
long the device waits for the upstream port channel (LAG 128) to come back up before it disables the 
server ports. Select one of the following:


• Default Defer Timer (10 sec)


NOTE: If you select this setting, if the uplink goes down, the device disables the downlink 
within 10 seconds.


• Custom Defer Timer (enter a setting in seconds from 0 to 100)


5. Click Apply.


Combo Port
Ports 9 and 10 in FN2210S SKU FN IOA for FX2 chassis devices can work either as Ethernet ports or Fibre 
Channel ports. Ethernet ports handle common traffic. Fibre Channel ports connect to a Storage Area 
Network (SAN).


NOTE: You can only edit these settings for FN IOA devices in standalone or VLT mode.


Configuring Combo Port Settings (Port Configuration Page)


For FN IOA for FX2 chassis devices (except when in Programmable Multiplex or Full Switch mode), you 
can configure ports 9 and 10 to work as Ethernet ports or Fibre Channel ports.


NOTE: You can only configure these settings for FN IOA devices in standalone or VLT mode.


You can configure this feature the Initial Setup Wizard. But if you need to change its configuration 
afterwards, you can do so from the Port Configuration page.


1. From the navigation menu, click Port Configuration.


2. In the Combo Port section, click Edit.


The Combo Port Settings dialog box appears.


3. In the Port Type field, make one of the following selections:


• Ethernet


• Fibre Channel


4. Click Apply.
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Changing the Combo Port setting requires a reboot of the I/O Aggregator device. A confirmation 
dialog box appears.


5. On the toolbar, click the user name and name select Reboot IOA from the drop-down menu.
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5
Switching Layer-2
The Switching Layer-2 page of Dell I/O Blade Manager is where you can configure the following layer 2 
networking settings for an I/O Aggregator device:


• VLAN Assignment


• Link Aggregation (LAG)


• IGMP


• Port Mirroring


• Fibre Channel


• iSCSI


• DCB


 


VLAN Assignment
In the VLAN Assignment section of the Switching Layer-2 page, you can configure Virtual LANs (VLANs) 
for the I/O Aggregator device.


You can configure VLANs to separate users into individual network segments for security and other 
reasons. You can associate selected ports on a switch with selected VLAN and treat these ports as a 
separate switch.


This section displays a graphic representation of the ports on the device. You can click a port to display 
the interface name to which tagged or untagged VLANs to which it is assigned.


From this section to you can:


• View VLAN Port Assignments


• Assign Ports to a VLAN


Viewing Current VLAN Assignments


From the VLAN Assignment section of the Switching Layer-2 page, you can view VLAN assignments for 
the I/O Aggregator device.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the VLAN Assignment section, click View VLAN Assignments.


The VLAN Port Assignment dialog box appears displaying the following information for each 
assignment:


• Interface — Interface type with chassis slot and port number.
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• Mode — VLAN assignment mode for I/O Aggregator device: Auto (port automatically added as 
untagged to the default VLAN and tagged to the remainder of the VLANs) or Admin (manually 
configured as to tagged or untagged to VLANs).


• Tagged — Numbers of tagged VLANs to which the port belongs


• Untagged — Numbers of untagged VLANs to which the port belongs


• Port Channel — Number of the Link Aggregation Group (LAG) to which the port belongs.


3. You can filter this list by making a selection from the Filter By menu: Internal Ports or Uplink LAG Po 
128.


4. To close the VLAN Port Assignment dialog box, click Close.


Assigning Ports to a VLAN


From the VLAN Assignment section of the Switching Layer-2 page, you can view VLAN port assignments 
for the I/O Aggregator device.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the VLAN Assignment section, click Edit.


The VLAN Port Assignment dialog box appears.


NOTE: You can click View Current VLAN Port Assignments to view existing VLAN port 
assignments.


3. In the Server Slots area, select the ports you want to configure.


4. In the Edit VLANs area, select one of the following tasks:


• Add VLANs — Select to add ports to VLANs you specify in steps 5 or 6.


• Remove VLANs — Select to remove ports from VLANs you specify in steps 5 or 6.


• Load Defaults (Auto VLAN) — Select to load default switch VLAN assignments.


• Overwrite VLAN Assignments — Select to have existing VLAN configurations are removed and 
overwritten with a new set of configurations to selected ports.


5. In the Tagged VLANs box, enter the tagged VLAN numbers or range of VLAN numbers to which the 
selected ports belong. You can enter a range of VLAN numbers from 1–4094. You can also enter 
individual VLAN numbers and a range, for example: 5, 8, 10–20.


6. In the Untagged VLANs box, enter the untagged VLAN number to which the selected ports belong.


7. Click Apply.


A progress dialog box might appear. The Status dialog box then appears displaying the results of the 
port assignments. You can click Configure Another Port to return to the VLAN Port Assignment 
dialog box and configure more VLAN port assignments or click Close to return to the Switching 
Layer-2 page.


Link Aggregation (LAG)
You can view and configure details for Link Aggregation Groups (LAGs) on the Link Aggregation (LAG) 
section of the Switching Layer-2 page.


In standalone, and VLT modes, all uplink ports (except port 9 in VLT mode of FN IOA and except ports 33 
and 37 in VLT mode of MIOA) are configured in a single LAG (LAG 128). For FN IOA, there can be multiple 
uplink LAGs in Programmable Multiplex mode and Full-switch mode.


This section displays the following two subsections:


• External Ports — The status of each LAG: Up or Down. Also displays bar graphs for the status of each 
individual uplink port in the LAG.
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NOTE: The status of the LAG and its individual ports might not be the same.


• Internal Ports — Lists whether the Auto LAG feature is Enabled or Disabled. Also displays a circular 
graph displaying how many downlink ports are assigned as part of Auto LAG.


From this section you can:


• View LAG Memberships


• Configure Internal Ports for LAGs


Viewing LAG Memberships


You can view members currently assigned to Link Aggregation Groups (LAGs) from the Link Aggregation 
(LAG) section of the Switching Layer-2 page.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the Link Aggregation (LAG) section, click View LAG Memberships.


The LAG Membership dialog box appears, displaying the following information about each LAG 
member:


• Connection — Connection type


• LAG — LAG name


• Minimum Links — Minimum links in the LAG


• Members — Interface labels of the LAG members


• LAG Port Channel Status — Status of the port channel: Up or Down


3. You can filter this list by selecting one of the following from the Filter By drop-down menu:


• All


• Uplink


• Downlink


• Interconnect (ICL/VLTi) (VLT mode only)


4. Click Apply.


Configuring Internal Ports for LAGs


From the Link Aggregation (LAG) section of the Switching Layer-2 page, you can view VLAN port 
assignments for the I/O Aggregator device.


1. From the navigation menu, click Switching Layer-2.


2. In the Link Aggregation (LAG) Internal Ports section, click Edit.


The Link Aggregation Group (LAG) dialog box appears.


3. In the Auto LAG field, select Enabled to enable the Auto LAG feature or Disabled to disable it.


If you select Enabled, all ports on the I/O Aggregator device are selected by default. Perform the 
following steps.


4. In the graphic representing the ports on the I/O Aggregator device, you can clear any ports you do 
not want the Auto LAG to assign.


Ports eligible for assignment by Auto LAG appear in the Selected Internal Ports field.


5. Click Apply.
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The Status dialog box appears displaying the results of the port assignments. You can click 
Configure Another Port to return to the Link Aggregation Group (LAG) dialog box and configure 
more internal port assignments for LAGs or click Close to return to the Switching Layer-2 page.


IGMP
In the IGMP section of the Switching Layer-2 page, you can configure Internet Group Management 
Protocol (IGMP).


Multicast is based on identifying many hosts by a single destination IP address. Hosts that the same IP 
address represents are a multicast group. IGMP is a Layer 3 multicast protocol that hosts use to join or 
leave a multicast group. Multicast routing protocols (such as protocol-independent multicast [PIM]) use 
the information in IGMP messages to discover which groups are active and to populate the multicast 
routing table.


This page displays whether the following settings are enabled or disabled:


• IGMP Snooping Status — IGMP snooping enables switches to use information in IGMP packets to 
generate a forwarding table that associate ports with multicast groups, so that the received multicast 
frames are forwarded only to interested receivers.


• IGMP Flood Restrict — When enabled, unregistered multicast data traffic is forwarded to only 
multicast router ports on all VLANs. If there is no multicast router port in a VLAN, unregistered 
multicast data traffic is dropped.


In this section you can configure IGMP settings.


Configuring IGMP Settings


In the IGMP section of the Switching Layer-2 page, you can configure IGMP flood restrict.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the IGMP section, click Edit.


The IGMP dialog box appears.


3. Select Enabled or Disabled for the following feature:


• IGMP Flood Restrict — When enabled, unregistered multicast data traffic is forwarded to only 
multicast router ports on all VLANs. If there is no multicast router port in a VLAN, unregistered 
multicast data traffic is dropped.


4. Click Apply.


Port Mirroring
You can view and configure port mirroring settings in the Port Mirroring section of the Switching Layer-2 
page.


In most situations, switches only forward frames to relevant ports. To monitor traffic, either for 
information gathering, such as statistical analysis, or for troubleshooting higher-layer protocol operation, 
the port mirroring feature forwards frames to a monitoring port. This feature c to specify that a desired 
destination (target) port receives a copy of all traffic passing through designated source ports. The frames 
arriving at the destination port are copies of the frames passing through the source port at ingress, prior 
to any switch action.
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This section displays source and destination ports configured for port mirroring and transmission 
direction. From this section, you can configure port mirroring settings.


Configuring Port Mirroring Settings


You can configure port mirroring settings in the Port Mirroring section of the Switching Layer-2 page.
Port mirroring forwards frames to a monitoring port.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the Port Mirroring section, click View Details.


The Port Mirroring dialog box appears.


3. To create a port mirroring session to monitor, click Add.


4. In the Select Source (Internal Ports) section, select the ports on the I/O Aggregator device whose 
traffic you want to copy. You can select a maximum of four.


5. From the Select Destination (External Port), select the monitoring port.


6. In the Direction area, select the type of traffic you want copied:


• Rx — Receiving


• Tx — Transmitting


• Rx and Tx — Both receiving and transmitting


7. Click Apply.


To edit the monitoring ports in a session, select the check box of the session and click Edit. You can only 
edit the source ports. To delete a session, select the check box of the session and click Delete.


Fibre Channel
The Fibre Channel section of the Switching Layer-2 page displays options for Fibre Channel mode for 
I/O Aggregator devices


This page displays settings depending on the selected Fibre Channel mode.


Table 1. Fibre Channel Modes


Mode Description


FIP Snooping Bridge (FCoE) FIP Snooping Bridge when enabled monitors FCoE 
Initiation Protocol (FIP) logins, solicitations, and 
advertisements. In this monitoring or snooping 
process, the switch gathers information about 
ENode and FCF addresses. With this information, 
the switch places filters that only allow access to 
ENode devices that successfully log in. The FCoE 
VLAN can then deny all other traffic except this 
loss-less FCoE storage traffic


NPIV Proxy Gateway In Fibre Channel networks, FC switches are trusted 
devices that act as a Fibre Channel Forwarder 
(FCF). Other devices must log in to these switches 
before they can communicate with the rest of the 
fabric. FC connections usually are point-to-point 
allowing the FC switches complete control over 
the traffic that connected devices insert into the 
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Mode Description


fabric. An NPIV Proxy Gateway (NPG) allows 
numerous point-to-point connects over a single 
device (in this case, the I/O Aggregator device). 
This feature allows each converged network 
adapter (CNA) in each server to present itself as a 
trusted connection to the storage fabric.


Fabric-Services (FPORT) The F_Port connects from the FC switch to the 
N_Port of an end device. The F_Port on an FC 
switch provides access to Fabric Services such as 
Fabric Name Server and Fabric Login Server.


NOTE: Your I/O Aggregator device must have a Fibre Channel module (Flex FC IOM or FN2210S) 
installed to view and configure Fabric-Services (FPORT) and NPIV Proxy Gateway.


For FIP Snooping Bridge (FCoE):


• Fibre Channel Mode — Displays FIP Snooping Bridge (FCoE).


• FCoE VLAN List — Displays IDs of FCoE VLANs that pass storage traffic.


• FCoE Forwarders — Displays number of FCoE Forwarders that act as an Ethernet and FC switch 
combined.


• End Nodes — Displays the list of ENodes (FCoE initiators) that request a session.


• FIP Snooping Sessions — Displays number of FIP snooping sessions.


For NPIV Proxy Gateway (NPG):


• Fibre Channel Mode — Displays NPIV Proxy Gateway (NPG).


• FC Switch WWN — Displays the 64–bit World Wide Name that uniquely identifies each component in 
the Fibre Channel switch network.


For Fabric-Services (FPORT):


• Fibre Channel Mode — Displays Fabric Services (FPORT).


• FC Switch WWN — Displays the 64–bit World Wide Name that uniquely identifies each component in 
the Fibre Channel switch network.


• Domain ID


• Zoning — Displays whether zoning is enabled and configured.


• Active Zoneset — Displays the active zone set. A zone set consists of multiple zones.


• Number of Zones — Displays number of zones present in the active zoneset. Zones create functional 
areas within a SAN and prevent unauthorized access


• Default Zone — Displays the default zone.


From this section you can:


• Edit the Fibre Channel mode


• View Fibre Channel details


• Configure zoning
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Editing Fibre Channel Settings


From the Fibre Channel section of the Switching Layer-2 page, you can select the Fibre Channel (FC) 
mode.


1. From the navigation menu, select Switching Layer-2.


The Switching Layer-2 page appears.


2. In the Fibre Channel section, in the Fibre Channel Mode field, click Edit.


The Fibre Channel dialog box appears.


3. For the Fibre Channel Mode setting, select one of the following:


• FIP Snooping Bridge (FSB) — Uses FCoE to inspect frames and applies policies based on frame 
information.


NOTE: FSB is disabled for Flex IOM on M1000e and FN2210S SKU for FX2.


• NPIV Proxy Gateway (NPG) — Acts as an FC forwarder and does not support name service or 
zoning.


• Fabric-Services (FPORT) — Supports name service and zoning. In the Domain ID field, enter a 
number.


• Disabled — Select to disable Fibre Channel mode.


4. Click Apply.


Viewing Fibre Channel Details


From the Fibre Channel section of the Switching Layer-2 page, you can view additional Fibre Channel 
settings. These settings can depend on the selected Fibre Channel mode.


1. From the navigation menu, select Switching Layer-2.


The Switching Layer-2 page appears.


2. In the Fibre Channel section, click View Details.


A dialog box appears. The information that appears depends on the selected Fibre Channel mode.


For FIP Snooping Bridge (FCoe) mode, this dialog box displays:


• MAC Address and Interface of the End Node.


• MAC Address, Interface, and VLAN of the FCF


• FCoE Address, FC ID, Port WWPN, and Port WWNN of Session Info.


For NPIV Proxy Gateway, this dialog box displays:


• FCoE Sessions tab


– MAC Address and Interface of the End Node.


– MAC Address, Interface, and VLAN of the FCF


– FCoE Address, FC ID, Port WWPN, and Port WWNN of Session Info.


• FCoE Map


– FCoE Map


– Fabric ID


– VLAN ID
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– FC-Map


– FCF Priority


– Members


Fabric Services (FPORT):


• Name Server — This tab displays Fibre Channel hosts or connections.


– FC-ID


– Interface


– End Node WWPN


– End Node WWNN


You can click the + button to view additional details for each host or connection:


– Class of Service (CoS)


– Symbolic Port Name


– Port Type


– Registered with Name Server


– Registered for SCN


• FCoE Map — This tab displays FCoE traffic mapped to the respective VLAN.


• Zoning — This tab is where you can view and configure zoning. Refer to Configuring Zoning for 
more information.


Configuring Zoning


From the Fibre Channel section of the Switching Layer-2 page, you can configure zoning settings for 
Fibre Channel Fabric Services (FPORT) mode.


Zoning helps improve Storage Area Network (SAN) security by restricting information access to the 
member devices in a defined zone. Any two devices that are not members of one common zone are not 
permitted to communicate with one another. Zoning can be used to create functional areas within the 
SAN and prevent unauthorized access. For example, some organizations use zones to ensure that finance 
systems on the SAN cannot access the data that engineering or test systems own. Zoning also makes 
SANs easier to manage. A common use of zoning is to segregate servers and enterprise storage that use 
different operating systems to avoid undesirable results that the accidental transfer of information from 
one to another can cause.


1. From the navigation menu, select Switching Layer-2.


The Switching Layer-2 page appears.


2. In the Fibre Channel section, make sure that Fabric Services (FPORT) is selected. If not, refer to 
Editing the Fibre Channel Mode.


3. Under the Zoning settings, click View Details.


The Fibre Channel dialog box appears.


4. Make sure that the Zoning tab is selected.


5. You can configure multiple zones but only one can be active at a time. To select the active zone, 
click Settings.


The Settings dialog box appears.


6. From the Select Active Zone drop-down menu, make a selection.


7. In the Default Mode section, select All Access or No Access.
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8. Click Save.


9. A zone set consists of multiple zones. You can use zone sets to switch between zone configurations 
without having to recreate the entire zone configuration. To configure zone sets, click Edit.


The Edit Zoning dialog box appears.


10. Configure aliases, An alias is a logical name that can denote one or more zone members. Perform 
the following steps:


a. In the Alias section, click Add Alias.


The Add Alias dialog box appears.


b. Make an entry in the Name field.


c. Click Save.


A confirmation dialog box appears.


d. Click Close.


e. Configure members of the alias: To view all potential members, click the + button. Add a member 
to the Alias Members section from the Available Members section by using the > button. You can 
also click Add Manually to open the Add Member dialog box and specify a WWPN or FC-ID 
member to add to the zone. You can remove a member from the alias by selecting it and using 
the < button. You can permanently delete a device from the list by selecting it from the drop-
down list and clicking Delete.


f. Click Apply.


A confirmation dialog box appears.


g. Click Close.


h. Repeat steps a-g to add additional aliases.


11. Configure zones. Zones contain a minimum of two devices that are not members of one common 
zone that are permitted to communicate with each other. Use zones to create functional areas 
within the SAN and prevent unauthorized access. You can also use zones to segregate serves that 
use different operation systems. Click Zone to expand that section and perform the following steps:


a. Click Add Zone.


The Add Zone dialog box appears.


b. Make an entry in the Name field.


c. Click Save.


A confirmation dialog box appears.


d. Click Close.


e. Configure members of the zone. Click the + button to expand to view all members. Add a 
member to the Zone Members section from the Available Members section by using the > button. 
Conversely, you can remove a member from the zone by selecting it and using the < button. You 
can permanently delete a zone from the list by selecting it and clicking Delete.


f. Click Apply.


A confirmation dialog box appears.


g. Click Close.


h. Repeat steps a-g to add additional zones.


12. Zone sets consist of multiple zones. You can configure them so you can switch between zone 
configurations without having to recreate an entire configuration. Click Zoneset to expand that 
section and perform the following steps:


a. Click Add Zoneset.


The Add Zoneset dialog box appears.


b. Make an entry in the Name field.


c. Click Save.


A confirmation dialog box appears.


d. Click Close.
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e. Configure members of the zone set. Click the + button to expand to view all members. Add a 
member to the Zoneset Members section from the Available Members section by using the > 
button. Conversely, you can remove a member from the zone set by selecting it and using the < 
button. You can permanently delete a zoneset from the list by selecting it from the drop-down 
menu and clicking Delete.


f. Click Apply.


A confirmation dialog box appears.


g. Click Close.


h. Repeat steps a-g to add additional zone set.


13. To close the Edit Zoning dialog box, click Close.


iSCSI
In the iSCSI section of the Switching Layer-2 page, you can review Internet Small Computer System 
Interface (iSCSI) storage sessions.


iSCSI optimization enables quality-of-service (QoS) treatment for iSCSI storage traffic on an I/O 
Aggregator device.


This section displays the following details for iSCSI:


• iSCSI Status — Displays whether iSCSI sessions are active on the I/O Aggregator device: Enabled or 
Disabled.


• iSCSI Class of Service (CoS) — Displays the QoS policy applied to iSCSI flows.


• Session Aging Time (min) — Displays the time-out value in minutes for iSCSI sessions.


• Number of iSCSI Monitoring TCP Ports — Displays the number of enabled iSCSI ports.


• iSCSI Connections — Displays the number of active iSCSI connections.


• Maximum Number of Connections — Displays the maximum number (256) of potential iSCSI 
connections.


• TCP Port — Displays the TCP initiator port (860 or 3260) used to contact the iSCSI service.


From this section you can view additional iSCSI storage session details.


Viewing iSCSI Sessions


In the iSCSI section of the Switching Layer-2 page, you can view each iSCSI session between target 
(storage) and initiators (host)


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the iSCSI section, click View Details.


The iSCSI Sessions dialog box appears.


3. From the Filter By menu, select Target or Initiator.


All iSCSI sessions for the selected category appear, displaying the session number, target, and ISID. 
You can click the + symbol next to the session to view the following additional information:


• Target


• Initiator


• Up Time


• Time for Aging — The time out value in minutes for this session.


• ISID
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For each connection:


• Connection ID


• Initiator IP Address


• Initiator TCP Port


• Target IP Address


• Target TCP Port


4. To close the iSCSI Sessions dialog box, click Cancel.


DCB
You can view Data Center Bridging (DCB) settings from the DCB section of the Switching Layer-2 page.


DCB refers to a set of IEEE Ethernet enhancements that provide data centers with a single, robust, 
converged network to support multiple traffic types, including local area network (LAN), server, and 
storage traffic.


This section lists the following:


• Status — Displays whether DCB is Enabled or Disabled on the I/O Aggregator device.


• DCBx Configuration Source — Port role when DCBx is enabled: Auto-Upstream, Auto-Downstream, 
Configuration Source, or Manual.


You can also view more Data Center Bridging settings.


Viewing Data Center Bridging Settings


You can view additional Data Center Bridging (DCB) settings from the DCB section of the Switching 
Layer-2 page.


1. From the navigation menu, click Switching Layer-2.


The Switching Layer-2 page appears.


2. In the DCB section, click View Details.


The DCB dialog box appears. You can choose to view details by protocol by selecting PFC, DCBx, or 
ETS from the Filter By menu.


For Priority-based Flow Control (PFC), the following information appears:


• Interface — Interface type with chassis slot and port number.


• Operational Status — Displays the status of DCB on an individual port: Up or Down.


• Application Priority FCoE — Displays the order in which bandwidth (according to displayed 
priority) is allocated for FCoE.


• Application Priority iSCSI — Displays the order in which bandwidth (according to displayed 
priority) is allocated for iSCSI.


For DCBx, the following information appears:


• Interface — Displays the interface type with chassis slot and port number.


• Operational Status — Displays the operational status (enabled, Port Up or disabled, Port 
Shutdown) used to elect a configuration source and internally propagate a DCB configuration. 
The DCBx operational status is the combination of PFC and ETS operational status.


• Operating Version — Displays the DCBx version configured on the port: CEE, CIN, or IEEE.
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• Port Role — Displays the DCBx port role: Auto upstream, Auto downstream, Configuration 
Source, or Manual.


For Enhanced Transmission Selection (ETS), the following information appears:


• Interface — Displays the interface type with chassis slot and port number.


• Operational Status — Displays the status of DCB on an individual port: Up or Down.


• Priority Group — Displays the number of the priority group that specifies the range of 802.1p 
priority traffic to which a QoS output policy with ETS settings is applied on an egress interface.


• Priority — Displays the priority levels assigned to that interface.


• Bandwidth — Displays the allocated bandwidth percentage for that interface.


• Scheduling Algorithms — Displays the selected scheduling algorithm: Strict (highest bandwidth 
used for that interface is set in the strict priority feature) or ETS (bandwidth is configured as part 
of ETS).


3. To close the DCB dialog box, click Close.
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6
Security
You can view and configure settings for access, authentication, authorization, security, and users on the 
Security page.


This page consists of the following sections:


• TACACS+


• RADIUS


• AAA


NOTE: You can only view and configure TACACS+, RADIUS, or AAA settings for M1000e and FN 
IOA devices in standalone or VLT mode.


• Passwords and Credentials


 


TACACS+
Dell Networking OS supports TACACS+ as an alternate method for login authentication for I/O 
Aggregator devices. On the Security page, you can configure up to 10 Terminal Access Controller 
Access-Control System Plus (TACACS+) servers.


NOTE: You can only view and configure TACACS+ settings for M1000e and FN IOA devices in 
standalone or VLT mode.


This page displays the number of servers configured. On this page, you can perform the following tasks:


• View TACACS+ settings


• Add TACACS+ settings


• Remove TACACS+ settings


Viewing TACACS+ Settings


On the Security page, you can view TACACS+ server settings. You can configure a maximum of 10 
TACACS+ servers.


1. From the navigation menu, select Security.


2. In the TACACS+ section, click View Details.


The TACACS Settings dialog box appears.


This dialog box displays the following information about each TACACS+ server:


• Number — System assigned from 0 to 10.


• Source — IP address or host name of the server.


• Key String — Key string used for encryption and decryption.


• TCP-Port — TCP port used to connect to the TACACS+ server.
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• Timeout for reply (sec) — Seconds that I/O Aggregator device waits for a reply from the TACACS+ 
server before it times out the connection.


Adding TACACS+ Settings


On the Security page, you can add new TACACS+ server settings. You can configure a maximum of 10 
TACACS+ servers.


NOTE: You can only configure TACACS+ settings for M1000e and FN IOA devices in standalone or 
VLT mode.


1. From the navigation menu, select Security.


2. In the TACACS+ section, click Edit.


The TACACS Settings dialog box appears.


3. Click Add.


The Add TACACS+ dialog box appears.


4. In the Source field, select whether you want to enter an IP Address or Host Name for the TACACS+ 
server.


5. In the Source IP Address or Host Name field, enter the IP address or host name (depending on the 
selection you made in step 1) for the TACACS+ server.


NOTE: IP addresses must be in IPv4 notation. You cannot enter a host name if the I/O 
Aggregator device is in stack or VLT mode.


6. In the Key String field, enter the authentication key string exchanged between the TACACS+ server 
and the I/O Aggregator device. The maximum length of the key string is 42 characters.


7. In the TCP-Port field, enter the TCP port used to connect to the TACACS+ server. The default value 
is 49.


8. In the Timeout for Reply (sec) field, enter the number of seconds the I/O Aggregator device waits for 
a reply from the TACACS+ server before timing out the connection. The default value is 10.


9. Click Apply.


The settings for the server appear in the TACACS settings dialog box.


Removing TACACS+ Settings


On the Security page, you can remove TACACS+ server settings.


1. From the navigation menu, select Security.


2. In the TACACS+ section, click Edit.


The TACACS settings dialog box appears.


3. Select the check box of the server settings and click Remove.


NOTE: Removing a TACACS+ server settings causes the remaining settings to move up one 
number. For example, if you delete settings number 3, the previous settings number 4 becomes the 
new number 3.


RADIUS
Dell Networking OS supports RADIUS as an alternate method for login authentication for I/O Aggregator 
devices. On the Security page, you can configure up to 10 RADIUS servers.


NOTE: You can only view and configure RADIUS settings for M1000e and FN IOA devices in 
standalone or VLT mode.
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This page displays the number of servers configured and the current dead time setting. On this page, you 
can perform the following tasks:


• View RADIUS settings


• Add RADIUS settings


• Configure Global RADIUS settings


• Remove RADIUS settings


Viewing RADIUS Settings


On the Security page, you can view RADIUS server settings. You can configure a maximum of 10 RADIUS 
servers.


1. From the navigation menu, select Security.


2. In the RADIUS section, click View Details.


The RADIUS Settings dialog box appears.


This dialog box displays the following information about each RADIUS server:


• Number — System assigned from 0 to 10.


• Source — IP address or host name of the server.


• Key String — Key string used for encryption and decryption.


• Auth-Port — Authorization port number used to connect to the external RADIUS server. The port 
number is set to 1812 by default.


• Timeout for reply (sec) — Seconds that I/O Aggregator device waits for a reply from the RADIUS 
server before it times out the connection. The maximum number of seconds you can enter is 1000. 
The default setting is 5 seconds.


• Number of Retransmits — Number of times the I/O Aggregator device attempts to connect to 
RADIUS server. The maximum number you can enter is 100. The default value is 3.


Adding RADIUS Settings


On the Security page, you can add new RADIUS server settings. You can configure a maximum of 10 
RADIUS servers.


NOTE: You can only configure RADIUS settings for M1000e and FN IOA devices in standalone or 
VLT mode.


1. From the navigation menu, select Security.


2. In the RADIUS section, click Edit.


The RADIUS Settings dialog box appears.


3. Click Add.


The Add RADIUS dialog box appears.


4. In the Source field, select whether you want to enter an IP Address or Host Name for the RADIUS 
server.


5. In the Source IP Address or Host Name field, enter the IP address or host name (depending on the 
selection you made in step 1) for the RADIUS server.


NOTE: IP addresses must be in IPv4 notation. You cannot enter a host name if the I/O 
Aggregator device is in stack or VLT mode.


6. In the Key String field, enter the authentication key string exchanged between the RADIUS server and 
the I/O Aggregator device. The maximum length of the key string is 42 characters.
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7. In the Auth-port field, enter the Auth port used to connect to the RADIUS server.


8. In the Timeout for Reply (sec) field, enter the number of seconds the I/O Aggregator device waits for 
a reply from the RADIUS server before timing out the connection. The maximum number of seconds 
you can enter is 1000.


9. In the Number of Retransmits field, enter the number of times the I/O Aggregator device attempts to 
connect to RADIUS server. The maximum number you can enter is 100.


10. Click Apply.


The settings for the server appear in the RADIUS settings dialog box.


Configuring Global RADIUS Settings


On the Security page, you can configure the dead time setting that applies to all configured RADIUS 
servers. Dead time is the time interval during which the I/O Aggregator device skips authentication 
requests to nonresponsive RADIUS servers.


NOTE: You can only configure RADIUS settings for M1000e and FN IOA devices in standalone or 
VLT mode.


1. From the navigation menu, select Security.


2. In the RADIUS section, click Edit.


The Radius settings dialog box appears.


3. Click Settings.


The RADIUS Global Settings dialog box appears.


4. In the Dead Time (sec) field, enter a number in seconds. The maximum number of seconds you can 
enter is 2147483647.


5. Click Apply.


Removing RADIUS Settings


On the Security page, you can remove RADIUS server settings.


1. From the navigation menu, select Security.


2. In the RADIUS section, click Edit.


The RADIUS settings dialog box appears.


3. Select the check box of the server settings and click Remove.


NOTE: Removing a RADIUS server setting causes the remaining settings to move up one number. 
For example, if you delete settings number 3, the previous settings number 4 becomes the new 
number 3.


AAA
The AAA section of the Security page is where you can manage identity, grant access, or track users of an 
I/O Aggregator device.


NOTE: You can only view and configure AAA settings for M1000e and FN IOA devices in standalone 
or VLT mode.


From this section, you can configure the following three categories of settings:


• Authentication


• Authorization
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• Accounting


Configuring Authentication


You can configure authentication settings in the Security page.
These settings control management access to the I/O Aggregator device.


NOTE: You can only view and configure these settings for M1000e and FN IOA devices in 
standalone or VLT mode.


1. From the navigation menu, click Security.


2. In the AAA section, click Edit.


The AAA settings dialog box appears.


3. Make sure that the Authentication tab is selected and click Edit.


The Edit Authentication Profile dialog box appears.


4. In the Authentication Login Profile section, configure the AAA Authentication methods for user 
access to EXEC mode. Select from the following authentication methods you want to enable in the 
Optional Methods box and use the > button to move them into the Selected Methods box:


• Line — Use the password the password command defines in LINE mode.


• Enable — Use the password the enable password command defines in CONFIGURATION mode.


• TACACS+ — Use configured TACACS+ servers.


• None — No authentication.


• Local — Use the local device authorization server.


• RADIUS — Use configured RADIUS servers.


NOTE: You can click Clear Methods to clear all selections from the Selected Methods box.


5. In the Authentication Enable Profile section, configure the AAA Authentication methods for user 
access to EXEC privilege mode (the “Enable” access). Select from the following authentication 
methods you want to enable in the Optional Methods box and use the > button to move them into 
the Selected Methods box:


• Line — Use the password the password command defines in LINE mode.


• Enable — Use the password the enable password command defines in CONFIGURATION mode.


• TACACS+ — Use configured TACACS+ servers.


• None — No authentication.


• Local — Use the local device authorization server.


• RADIUS — Use configured RADIUS servers.


NOTE: You can click Clear Methods to clear all selections from the Selected Methods box.


6. Click Apply.


Your selections appear on the Authentication tab.


7. To close the AAA settings dialog box, click Close.


Configuring Authorization


You can configure AAA authorization settings in the Security page.
You can configure parameters that restrict (or permit) user access to the EXEC and CONFIGURATION 
level commands.
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NOTE: You can only configure these settings for M1000e and FN IOA devices in standalone or VLT 
mode.


1. From the navigation menu, click Security.


2. In the AAA section, click Edit.


The AAA settings dialog box appears.


3. Make sure that the Authorization tab is selected and click Edit.


The Edit Authorization Profile dialog box appears.


4. In the Configuration Commands section, select whether a user has access to CONFIGURATION level 
commands: Enabled or Disabled.


5. In the Commands section, select the authorization methods for CONFIGURATION level commands 
that you want to enable in the Available Methods box and use the > button to move them into the 
Selected Methods box. Select from the following options:


• Line — Use terminal line.


• Enable — Use password protection on I/O Aggregator device.


• TACACS+ — Use the TACACS+ protocol to perform user authorization.


• None — No authorization.


• Local — Use the local device authorization server to perform user authorization.


• RADIUS — Use the RADIUS protocol to perform user authorization.


NOTE: You can click Clear Methods to clear all selections from the Selected Methods box.


6. In the Exec-Auth section, select the authorization methods for EXECUTIVE level commands that you 
want to enable in the Available Methods box and use the > button to move them into the Selected 
Methods box. Select from the following options:


• Line — Use terminal line.


• Enable — Use password protection on I/O Aggregator device.


• TACACS+ — Use the TACACS+ protocol to perform user authorization.


• None — No authorization.


• Local — Use the local device authorization server to perform user authorization.


• RADIUS — Use the RADIUS protocol to perform user authorization.


NOTE: You can click Clear Methods to clear all selections from the Selected Methods box.


7. Click Apply.


Your selections appear on the Authorization tab.


8. To close the AAA settings dialog box, click Close.


Configuring Accounting


You can configure AAA accounting settings in the Security page.
AAA accounting enables tracking of services that users access and the amount of network resources that 
those services consume. When you configure AAA accounting, the I/O Aggregator device reports user 
activity to the TACACS+ security server in the form of accounting records. Each accounting record 
consists of accounting AV pairs and resides on the access control server.


NOTE: You can only view and configure these settings for M1000e and FN IOA devices in 
standalone or VLT mode.


1. From the navigation menu, click Security.


2. In the AAA section, click Edit.
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The AAA settings dialog box appears.


3. Make sure that the Accounting tab is selected and click Edit.


The Edit Accounting dialog box appears.


4. In the Exec section, you can configure whether accounting information is sent when a user logs on 
to the I/O Aggregator device in EXEC mode. Make one of the following selections:


• Start-Stop — Sends a “start accounting” notice at the beginning of the requested event and a 
“stop accounting” notice at the end of the event.


• Stop-Only — Instructs the TACACS+ server to send a “stop record accounting” notice at the end 
of the requested user process.


• Wait-Start — Ensures that the TACACS + server acknowledges the start notice before granting 
the user’s process request.


• None (default)


The selected method appears in this section.


5. In the Command Accounting section, you can configure whether accounting information is sent 
when a user logs in at the specified method and method level. Makes one of the following selections:


• Start-Stop — Sends a “start accounting” notice at the beginning of the requested event and a 
“stop accounting” notice at the end of the event.


• Stop-Only — Instructs the TACACS+ server to send a “stop record accounting” notice at the end 
of the requested user process.


• Wait-Start — Ensures that the TACACS + server acknowledges the start notice before granting 
the user’s process request.


• None (default)


The selected method and level appear in this section. The default method level is 15.


6. In the System Accounting section, you can configure whether to send accounting information of any 
other AAA configuration. Make one of the following selections:


• Start-Stop — Sends a “start accounting” notice at the beginning of the requested event and a 
“stop accounting” notice at the end of the event.


• Stop-Only — Instructs the TACACS+ server to send a “stop record accounting” notice at the end 
of the requested user process.


• Wait-Start — Ensures that the TACACS + server acknowledges the start notice before granting 
the user’s process request.


• None (default)


The selected method appears in this section.


7. Dell Networking OS issues accounting records for all users on the system, including users whose 
user name string, due to protocol translation, is NULL. To prevent the accounting records from being 
generated for sessions that do not have user names associated to them, in the Suppressing Null User 
Name section, select Enabled. To continue to have the device generate these records, select 
Disabled.


8. Click Apply.


Your selections appear on the Accounting tab.


9. To close the AAA settings dialog box, click Close.
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Passwords and Credentials
You can view or configure users who access the I/O Aggregator device in the Passwords and Credentials 
section of the Security page.


This page lists the active users who are currently logged on to the device and all users in the local user 
database.


On this page, you can perform the following tasks:


• View users


• Add users


• Edit users


• Delete users


Viewing Users


You can view users who have access to the I/O Aggregator device from the Passwords and Credentials 
section of the Security page.
Dell Blade I/O Manager can have a maximum of 64 users.


1. From the navigation menu, click Security.


2. In the Passwords and Credentials section, click Edit.


The Password Settings dialog box appears.


This dialog box lists the following information about each user:


• Number — Displays the system-assigned number. This number is not static but can change 
depending on users who are deleted. For example, user 3 becomes user 2 if the original user 2 is 
deleted.


• User ID — Displays the user ID.


• User Name — Displays the user name. User names do not need to be unique.


• Access Level — Displays 0 for read-only or 15 for read-write.


• Login Status — Displays whether the user is logged in or logged out.


• Protocol — Displays what protocols the user logged in to the I/O Aggregator device. Multiple 
protocols listed indicate the user access the device through multiple methods.


• Location — Displays the IP address of the host accessing the device.


Adding Users


You can add users who have access to the I/O Aggregator device in the Passwords and Credentials 
section of the Security page.
You can add a maximum of 64 users.


1. From the navigation menu, click Security.


2. In the Passwords and Credentials section, click Edit.


The Password Settings dialog box appears.


3. Click Add.


The Add User to Local Database dialog box appears.


4. In the User Name field, enter the user name. The user name can be 1 to 63 characters in length.
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5. In the Privilege Level field, select the user’s access privileges to the device: 0 (read-only) or 15 (read-
write).


6. Enter the user’s password in the User Password and Confirm Password fields. The password can be 
from 1 to 32 characters in length.


7. Click Add.


Editing Users


You can edit details for users who have access to the I/O Aggregator device in the Passwords and 
Credentials section of the Security page.


NOTE: After you add a user, you cannot edit their user name.


1. From the navigation menu, click Security.


2. In the Passwords and Credentials section, click Edit.


The Password Settings dialog box appears.


3. Select a user and click Edit.


The Edit User dialog box appears.


4. In the Privilege Level field, select the user’s access privileges to the device: 0 (read-only) or 15 (read-
write).


5. Edit the user’s password in the User Password and Confirm Password fields. The password can be 
from 1 to 32 characters in length.


6. Click Apply.


Deleting Users


You can delete who have access to the I/O Aggregator device in the Passwords and Credentials section 
of the Security page.


NOTE: If you delete a user who is logged in to Dell Blade I/O Manager, their current session 
continues. Upon logout, the deleted user can no longer access the I/O Aggregator device.


1. From the navigation menu, click Security.


2. In the Passwords and Credentials section, click Edit.


The Password Settings dialog box appears.


3. Select a user and click Delete.


NOTE: Deleting a user causes the remaining users to move up one number. For example, if you 
delete user number 3, the previous user number 4 becomes the new number 3.
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7
Device Settings
In Dell Blade I/O Manager, you can view or configure the following settings for I/O Aggregator devices:


• Global configuration


• IOA firmware (view only)


• Network Time Protocol


• Restore IOA


 


Global Configuration
The Global Configuration section of the Settings page displays the following settings for the I/O 
Aggregator device:


• IOA Mode:


– Standalone Mode (default) — Default mode of the I/O Aggregator device. In this mode, all ports 
are configured as members of all VLANs. All VLANs are up and can send or receive Layer 2 traffic.


– Stack Mode — Multiple switches operate as single unit. A single switch in the stack (Master switch) 
manages all units in the stack and uses a single IP address that you can use to manage every port 
in the stack.


– VLT Mode — Virtual Link Trunking. VLT enables physical links between two chassis to appear as a 
single virtual link to the network core or other switches such as Edge, Access, or ToR. VLT reduces 
the role of Spanning Tree protocols by allowing LAG terminations on two separate distribution or 
core switches, and by supporting a loop free topology. VLT institutes Layer 2 multipathing, 
creating redundancy through increased bandwidth, enabling multiple parallel paths between 
nodes and load-balancing traffic where alternative paths exist.


– Programmable MUX Mode — Programmable Multiplex mode. This mode provides flexibility of 
operation with added configurability. This mode creates multiple LAGs, configuring VLANs on 
uplinks and the server side, and configuring data center bridging (DCB) parameters. Programmable 
MUX mode supports both stacking and VLT operations. You can make any configuration or 
provisioning of the device through the CLI.


– Full Switch — All commands and configurations supported on MXL available in this mode. This 
mode offers Layer 2/Layer 3 switching functionalities on the Dell FX2 chassis.


NOTE: This mode is only available for FN IOA for FX2 chassis devices.


• Broadcast Storm Control — Enabled or Disabled. Broadcast storm control causes the device to limit 
or stop forwarding all broadcast traffic if they consume bandwidth beyond a configured threshold.


• IGMP Flood Restrict — Enabled or Disabled. When enabled, unregistered multicast data traffic is 
forwarded to only multicast router ports on all VLANs. If there is no multicast router port in a VLAN, 
unregistered multicast data traffic is dropped.


• Auto LAG — Enabled or Disabled. Determines if the device automatically assigns internal ports to Link 
Aggregation Groups.


• Default VLAN — Default VLAN to which the device assigns ports.
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Editing Global Settings


You can edit settings that apply to the I/O Aggregator device that the Dell Blade I/O Manager manages.


1. In the navigation menu, click Settings.


2. In the Global Configuration section, click Edit.


The Global Settings dialog box appears.


3. To enable broadcast storm control, in the Broadcast Storm Control area, select Enabled; to disable 
this feature, select Disabled.


NOTE: You can only configure this setting for M1000e and FN IOA devices in standalone or VLT 
mode. For other devices and device modes, this setting is read-only.


4. To enable IGMP flood restrict, in the IGMP Flood Restrict area, select Enabled; to disable this feature, 
select Disabled.


NOTE: You can only configure this setting for M1000e and FN IOA devices is standalone or VLT 
mode. For other devices and device modes, this setting is read-only.


5. To enable Auto LAG, in the Auto LAG area, select Enabled; to disable this feature, select Disabled.


NOTE: You can only configure this setting for M1000e and FN IOA devices is standalone or VLT 
mode. For other devices and device modes, this setting is read-only.


6. In the Default VLAN field, enter the VLAN number to which the device automatically assigns internal 
ports.


NOTE: You can only configure this setting for M1000e and FN IOA devices is standalone or VLT 
mode. For other devices and device modes, this setting is read-only.


7. Click Apply.


IOA Firmware
The IOA Firmware section of the Settings page displays the following information about the firmware on 
the I/O Aggregator device:


NOTE: You cannot upload or download firmware from the I/O Aggregator device using Dell Blade 
I/O Manager. Use a CLI terminal for these tasks.


• Current system version — The version of the Operating System on the I/O Aggregator device.


• Current boot flash — The version of the boot flash the device currently uses to load Dell Networking 
OS.


• Current boot selector — The version of the boot selector that chooses the boot flash.


• Current CPLD — The version of the Complex Programmable Logic Device that the device uses.


Network Time Protocol
In the Network Time Protocol (NTP) section of the Settings page, you can view the time zone and NTP 
servers applied to the I/O Aggregator device.


NOTE: You can only view these settings for M1000e and FN IOA devices in standalone or VLT 
mode.


This page lists the following information:


• Time zone — Displays the Coordinated Universal Time (UTC) offset and geographic area


46







• NTP server — Displays enabled or disabled


• Preferred NTP server IP address or URL — Displays the primary NTP server IP address or URL.


• Secondary NTP server IP address or URL — Displays the secondary or backup NTP server IP address 
or URL.


You can edit these settings.


Editing Network Time Protocol Settings


In the Network Time Protocol (NTP) section of the Settings page, you can edit the time zone and NTP 
servers applied to the I/O Aggregator device.


NOTE: You can only configure these settings for M1000e and FN IOA devices in standalone or VLT 
mode.


1. From the navigation menu, click Settings.


2. In the Network Time Protocol (NTP) section, click Edit.


The Host Name dialog box appears.


3. From the Time Zone menu, select a time zone.


4. To configure NTP servers, select Enable NTP Server.


5. In the Preferred NTP Server IP Address or URL field, enter the IP address or URL for the primary NTP 
server you want to apply to the device.


6. (Optional) In the Secondary NTP Server IP Address or URL field, enter the IP address or URL for a 
secondary or backup NTP server you want to apply to the device.


7. Click Apply.


Restore IOA


In the Restore IOA section of the Settings page, you can:


• Restoring an I/O aggregator device to factory defaults


• Deleting the I/O aggregator startup configuration


Restoring an I/O Aggregator Device to Factory Defaults


From the Restore IOA section of the Settings page, you can restore an I/O Aggregator device to its 
factory default settings.


WARNING: Restoring a device to factory default settings erases all configurations, including 
mode settings, logs, and credentials. The device IP address/subnet mask is set to a DHCP value. 
The device username is set to root and its password to calvin.


1. From the navigation menu, click Settings.


2. In the Restore IOA section, click Edit.


The Restore IOA dialog box appears.


3. From the Configuration Option drop-down menu, select Restore Factory Defaults.


4. Click Apply.


The Confirm dialog box appears.


5. Click Confirm.


The Restore IOA dialog box appears, displaying the progress of the factory default restoration.
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Deleting the I/O Aggregator Startup Configuration


From the Restore IOA section of the Settings page, you can delete the startup configuration of an I/O 
Aggregator device.


WARNING: Performing this task erases all configurations, including mode settings and logs. The 
device IP address/subnet mask and user name/password are not affected.


1. From the navigation menu, click Settings.


2. In the Restore IOA section, click Edit.


The Restore IOA dialog box appears.


3. From the Configuration Option drop-down menu, select Delete Startup Configuration.


4. Click Apply.


The Confirm dialog box appears.


5. Click Confirm.


The Restore IOA dialog box appears, displaying the progress of the deletion.
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1 Overview 
Ease of deployment and use are central tenants of the Dell PowerEdge FN I/O Module (FN IOM). Simplifying 


deployment and management allows anyone without the expertise of a network administrator to plug-n-play 


and maximize time to value.  


FN IOMs include the Dell PowerEdge FN410S, FN410T, and FN2210S. 


By default, network ports on the PowerEdge FC-Series servers (FC830, FC630, etc.) installed in the FX2 


chassis are down until the uplink (external) port channel is operational on the FN IOM. This is due to a feature 


called Uplink Failure Detection (UFD) whereby when upstream connectivity fails, the FN IOM disables the 


downstream, server-facing links.  


This deployment guide provides configuration examples for common upstream switches to establish a 


functional uplink and bring up the network ports on PowerEdge FC-Series servers in three easy steps: 


1. Ensure the FN IOM is at its factory default settings. 


2. Create an LACP port channel on the upstream switch. 


3. Verify that connected FN IOM ports are up. 


 


The FN IOM ships from the factory with these default settings: 


Mode 
Standalone (non-default modes are Programmable-
mux, Full-switch, Stack and VLT) 


Chassis Management Controller (CMC) 
Configuration 


Yes 


Data Center Bridging Exchange Protocol (DCBx) Enabled  


FIP Snooping Bridge (FSB) 
Enabled on FN410S & FN410T; Disabled on 
FN2210S 


NPIV Proxy Gateway Mode (NPG) 
Enabled on FN2210S; Disabled on FN410S & 
FN410T 


iSCSI Optimization Enabled 


Broadcast Storm Control Enabled 


Internet Group Management Protocol (IGMP) 
Flood Restrict 


Enabled 


Ports 


All ports are administratively up, in hybrid (trunk) 
mode, belong to all VLANs, and allow jumbo frames 
(MTU set to 12000). All uplink (external) Ethernet 
ports are pre-configured in LACP port channel 128. 


Uplink Failure Detection (UFD) Enabled 


TACACS+/RADIUS/AAA Acct/AAA Auth Disabled 


DHCP Client (out-of-band management interface) Enabled 
Internet Group Management Protocol (IGMP) v2 & v3  Enabled 


Auto LACP LAG for server-facing (internal) ports Enabled 


 Factory default settings 


Note: For more information on Uplink Failure Detection and all other configuration settings, see the Dell 


PowerEdge FN I/O Module Configuration Guide. 



http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals

http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals
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2 Step 1 - Ensure the FN IOM is set to factory defaults 
No configuration is required on the FN IOM if the system is in its factory default state.  


If the system configuration has been modified or is in an unknown state, Dell recommends resetting it to 


factory defaults. This will put the FN IOM in Standalone Mode with all other settings in a known state. 


2.1 Command line method 


Note: For instructions on accessing the command line interface, see Appendix B. 


To reset the FN IOM to factory default settings via the command line interface (CLI), use the restore 


factory-defaults stack-unit 0 clear-all command: 


Dell#restore factory-defaults stack-unit 0 clear-all 


Proceed with factory settings? Confirm [yes/no]:y 


 


Factory settings are applied and the system reboots. This process takes about 3 minutes. 


The FN IOM requires no further configuration. 


2.2 Graphical user interface method 
Older versions of the Dell Networking Operation System (DNOS) only allow FN IOM configuration via the CLI. 


Starting with DNOS 9.9, FN IOMs can be configured for most common deployments with an easy-to-use 


graphical user interface (GUI) called the Dell Blade I/O Manager.  


Launch the Dell Blade I/O Manager in one of two ways: 


 Within the CMC GUI 


 From a web browser by directly typing the management IP address of the FN IOM into the address 


bar with port number 8081, for example: http://172.25.210.218:8081. 


Note: To determine or configure the FN IOM’s management IP address, see Appendix C. 
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To launch the Blade I/O Manager from the CMC interface, navigate to Chassis Overview > I/O Module 


Overview in the left pane. This displays the I/O Module Status page. Click the Launch I/O Module GUI 


button next to the correct FN IOM as shown in Figure 2.  


 


 CMC I/O Module Status page 
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Either method will open the Blade I/O Manager login screen shown in Figure 3. 


 


 FN IOM Dell Blade I/O Manager login screen 


The default credentials are User name: root, Password: calvin.  
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Depending on the state of the system, one of the following displays after logging in: 


 The Initial Setup Wizard, or 


 The Dashboard page (Initial Setup Wizard does not launch) 


 


Initial Setup Wizard - If the Initial Setup Wizard runs automatically after login as shown in Figure 4, the FN 


IOM is in its default factory state.  


 


 FN IOM Initial Setup Wizard 


Since this confirms the FN IOM is in the factory default state, stop here and proceed to Step 2 – Configure 


Interfaces and the Port Channel on the Upstream Switch, or optionally continue with the Initial Setup Wizard.  


Note: If proceeding with the Initial Setup Wizard, in order to stay consistent with this guide, leave the system 


set to Standalone Mode (default) and Uplink Failure Detection set to Enabled when prompted. Other 


settings in the wizard can be changed as desired. 
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Dashboard page (Initial Setup Wizard does not launch) - If the FN IOM is not in its default factory state, 


the Initial Setup Wizard does not automatically run and the Dashboard page displays as shown in Figure 5. 


 


 Dell Blade I/O Manager Dashboard page 
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To put the system in its factory default state, select Settings in the left pane. On the Settings page under 


Restore IOA, click Edit as shown in Figure 6. 


 


 Dell Blade I/O Manager Settings page 
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In the Restore IOA dialog box, select Restore Factory Defaults from the drop-down menu as shown in 


Figure 7.  


 


 Restore IOA - reset to factory defaults 


Click Apply and answer Yes when prompted in the confirmation dialog box.  


Factory settings are applied and the system reboots. (This process takes about 3 minutes.) 


If remaining in the Blade I/O Manager, the browser window must be refreshed after the FN IOM reboots. The 


FN IOM requires no further configuration. 
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3 Step 2 – Configure interfaces and the port channel on the 


upstream switch 
 


This section provides the commands used to configure LACP port channels on common upstream switches 


that may be connected to the FN IOM, as shown in Figure 8.  


Te 0/9


Port Channel


Upstream
Switch


Te 0/10
Te 0/11


Te 0/12


Port 1


Port 3
Port 4


Port 2Te 0/x
FC Series 


Server in FX2 
Chassis


FN IOM in 
FX2 Chassis


 


 Interfaces and LACP port channel 


Note: Figure 8 is specific to the FN410S or FN410T. If using the FN2210S in its default configuration, only 


use Ethernet ports Te 0/11 and Te 0/12 in the uplink port channel since ports Te 0/9 and Te 0/10 have been 


replaced by Fibre Channel ports.  


By default, the external Ethernet ports on the FN IOM are preconfigured in port channel 128 with LACP 


enabled. Port channel 128 is in hybrid (trunk) mode and configured to allow all VLANs. 


In order for the downstream (server-facing) ports on the FN IOM to come up, port channel 128 must be up. 


Port channel 128 will come up when connected to a properly configured LACP port channel on an upstream 


switch.  


Make the physical network connections by connecting any combination of the FN IOM’s external Ethernet 


ports to the upstream switch. The port channel may have a minimum of one and a maximum of four links (or 


two links for the FN2210S in its default configuration). Configure a port channel on the upstream switch as 


shown in the next section. 


3.1 Upstream switch configuration examples 
In each of the following examples, four interfaces are configured in the port channel on the upstream switch. 


Note: Change the interface numbers and number of ports used in the examples to match the actual 


connections. 


Any valid ID number can be used for the port channel number on the upstream switch. The examples below 


use port channel 10 on the upstream switch. 
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3.1.1 Dell Networking OS 9.x 
S4810(conf)#interface range tengigabitethernet 0/1-4 


S4810(conf-if-range-te-0/1-4)#no shutdown 


S4810(conf-if-range-te-0/1-4)#port-channel-protocol lacp 


S4810(conf-if-range-te-0/1-4-lacp)#port-channel 10 mode active 


 


S4810(conf)#interface port-channel 10    


S4810(conf-if-po-10)#portmode hybrid 


S4810(conf-if-po-10)#switchport 


S4810(conf-if-po-10)#no shutdown 


Example upstream switch used is Dell Networking S4810 


3.1.2 Arista EOS 4.x 
Arista(config)#interface Ethernet 21-24 


Arista(config-if-Et21-24)#switchport mode trunk 


Arista(config-if-Et21-24)#channel-group 10 mode active 


Arista(config-if-Et21-24)#no shutdown 


 


Arista(config)#interface port-Channel 10 


Arista(config-if-Po10)#switchport mode trunk 


Arista(config-if-Po10)#no shutdown 


Example upstream switch used is Arista 7050Q-16 


3.1.3 Cisco NX-OS 7.x 
Nx5548(config)# interface Ethernet 1/1-4 


Nx5548(config-if-range)# switchport mode trunk 


Nx5548(config-if-range)# channel-group 10 mode active 


Nx5548(config-if-range)# no shutdown 


 


Nx5548(config)# interface port-channel 10 


Nx5548(config-if)# switchport mode trunk 


Nx5548(config-if)# no shutdown 


Example upstream switch used is Cisco Nexus 5548 


3.1.4 Brocade Network OS 4.x 
VDX(config)# interface TenGigabitEthernet 10/0/1-4 


VDX(conf-if-te-10/0/1-4)# channel-group 10 mode active type standard                                    


VDX(conf-if-te-10/0/1-4)# no shutdown 


 


VDX(config)# interface Port-channel 10 


VDX(config-Port-channel-10)# switchport 


VDX(config-Port-channel-10)# switchport mode trunk 


VDX(config-Port-channel-10)# no shutdown 


Example upstream switch used is Brocade VDX6730 
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4 Step 3 - Verify connected FN IOM ports are up 
With the port channel of the upstream switch properly configured and physical connections made, port 


channel 128 on the FN IOM comes up. This in turn causes UFD to enable the FN IOM’s downstream, server-


facing ports. The status of port channel 128 and individual ports can be verified using the CLI or GUI. 


4.1 Verify via the command line 
A series of messages are logged on the FN IOM indicating port channel 128 is up and ports connected to the 


servers downstream are up as well: 


Changed interface state to up: Po 128 


 


Downstream interface cleared from UFD error-disabled: Te 0/1 


Downstream interface cleared from UFD error-disabled: Te 0/2 


Downstream interface cleared from UFD error-disabled: Te 0/3 


…etc. 


 


Note: Log messages are output to the serial console by default and can also be viewed with the show 


logging command. 


Run the following commands to verify the port channel and internal ports are up: 


Dell#show interfaces port-channel 128 


Port-channel 128 is up, line protocol is up 


 


Refer to Appendix A.3 for the full command output.  


 


Dell#show interfaces status 


Port                 Description  Status Speed        Duplex Vlan 


Te 0/1                            Up     10000 Mbit   Full   1-4094 


Te 0/2                            Down   Auto         Auto   1-4094 


Te 0/3                            Up     10000 Mbit   Full   1-4094 


Te 0/4                            Down   Auto         Auto   1-4094 


Te 0/5                            Up     10000 Mbit   Full   1-4094 


Te 0/6                            Down   Auto         Auto   1-4094 


Te 0/7                            Up     10000 Mbit   Full   1-4094 


Te 0/8                            Down   Auto         Auto   1-4094 


Te 0/9                            Up     10000 Mbit   Full   -- 


Te 0/10                           Up     10000 Mbit   Full   -- 


Te 0/11                           Up     10000 Mbit   Full   -- 


Te 0/12                           Up     10000 Mbit   Full   -- 


Note: Internal server-facing ports are Te 0/1-8. This example does not use internal ports Te 0/2, Te 0/4, Te 


0/6, and Te 0/8.  
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4.2 Verify via the graphical user interface 
Login to the Dell Blade I/O Manager either by launching it from the CMC GUI or by entering the FN IOM 


management IP address and port 8081 in a web browser. For example, http://172.25.210.218:8081. 


Complete the following procedure to verify the status of the internal ports and external port channel.  


1. On the Blade I/O Manager home page (Dashboard), select the Port Details tab near the top of the 


right pane.  


2. Select Filter By: Internal Ports in the drop down menu if necessary.  


3. Ensure that the Link Status is Up for all internal ports in use as shown in Figure 9. 


 


 Dell Blade I/O Manager GUI - Internal Port Status 


Note: This example does not use internal ports 2, 4, 6, and 8.  
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4. Select Switching Layer-2 in the left pane.  


5. Scroll down in the right pane to External Ports and verify port channel 128 is up as shown in Figure 


10. 


 


 Dell Blade I/O Manager GUI - port channel 128 is up and contains four ports 
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A Sample FN IOM CLI commands & output 


Note: For more information see the Dell PowerEdge FN I/O Module Configuration Guide and Command 


Line Reference Guide.  


A.1 Uplink Failure Detection commands 


The FN IOM ships with Uplink Failure Detection (UFD) enabled. This feature ensures that failover occurs 


properly if upstream links go down. The FN IOM uses LACP for the uplink port channel so administrators 


must also configure the corresponding connections at the upstream switch in an LACP port channel. If the 


upstream switch is not configured properly, Uplink Failure Detection will cause the internal server-facing ports 


to stay in a down state. 


Administrators can disable UFD on a preconfigured FN IOM using the following commands: 


Dell#configure 


Dell(conf)#uplink-state-group 1 


Dell(conf-uplink-state-group-1)#no enable 


 


Dell#show uplink-state-group 


Uplink State Group: 1   Status: Disabled, Down 


 


Use the following commands to re-enable UFD: 


Dell#configure 


Dell(conf)#uplink-state-group 1 


Dell(conf-uplink-state-group-1)#enable 


 


Dell#show uplink-state-group 


Uplink State Group: 1   Status: Enabled, Up 


 


  



http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals

http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals
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A.2 Port disabled by Uplink Failure Detection 


In this example, port channel 128 is down on the FN IOM due to a disconnected or misconfigured upstream 


switch. When this happens, UFD disables the downstream server-facing ports (interfaces TenGigabitEthernet 


0/1–8) on the FN IOM.  


The following command output shows the status of server-facing interface TenGigabitEthernet 0/1 when port 


channel 128 is down. The line showing it has been disabled by UFD is highlighted. 


Dell#show interfaces tengigabitethernet 0/1 


TenGigabitEthernet 0/1 is up, line protocol is down(error-disabled[UFD]) 


Hardware is DellEth, address is f8:b1:56:6e:fc:59 


    Current address is f8:b1:56:6e:fc:59 


Server Port AdminState is N/A 


Pluggable media not present 


Interface index is 1048580 


Internet address is not set 


Mode of IPv4 Address Assignment : NONE 


DHCP Client-ID :f8b1566efc59 


MTU 12000 bytes, IP MTU 11982 bytes 


LineSpeed auto 


Flowcontrol rx off tx off 


ARP type: ARPA, ARP Timeout 04:00:00 


Last clearing of "show interface" counters 01:26:42 


Queueing strategy: fifo 


Input Statistics: 


     941 packets, 98777 bytes 


     83 64-byte pkts, 591 over 64-byte pkts, 267 over 127-byte pkts 


     0 over 255-byte pkts, 0 over 511-byte pkts, 0 over 1023-byte pkts 


     694 Multicasts, 247 Broadcasts, 0 Unicasts 


     0 runts, 0 giants, 0 throttles 


     0 CRC, 0 overrun, 0 discarded 


Output Statistics: 


     1474 packets, 238933 bytes, 0 underruns 


     0 64-byte pkts, 204 over 64-byte pkts, 1071 over 127-byte pkts 


     175 over 255-byte pkts, 24 over 511-byte pkts, 0 over 1023-byte pkts 


     1198 Multicasts, 276 Broadcasts, 0 Unicasts 


     0 throttles, 0 discarded, 0 collisions, 0 wreddrops 


Rate info (interval 299 seconds): 


     Input 00.00 Mbits/sec,          0 packets/sec, 0.00% of line-rate 


     Output 00.00 Mbits/sec,          0 packets/sec, 0.00% of line-rate 


Time since last interface status change: 00:00:17 
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A.3 Output of “show interfaces port channel 128” command 


In the following command output, upstream port channel 128 is up on the FN IOM. As a result, UFD enables 


all downstream server-facing ports. The output also shows the port channel uses LACP, it has 40 Gbps 


bandwidth (shown as LineSpeed 40000 Mbit) and the port channel consists of four ports: 


TenGigabitEthernet 0/9-12.   


Dell#show interfaces port-channel 128 


Port-channel 128 is up, line protocol is up 


Created by LACP protocol 


Hardware address is f8:b1:56:5e:db:78, Current address is 


f8:b1:56:5e:db:78 


Interface index is 1258356736 


Minimum number of links to bring Port-channel up is 1 


Internet address is not set 


Mode of IPv4 Address Assignment : NONE 


DHCP Client-ID :f8b1565edb78 


MTU 12000 bytes, IP MTU 11982 bytes 


LineSpeed 40000 Mbit 


Members in this channel:  Te 0/9(U) Te 0/10(U) Te 0/11(U) Te 0/12(U) 


ARP type: ARPA, ARP Timeout 04:00:00 


Queueing strategy: fifo 


Input Statistics: 


     871 packets, 113460 bytes 


     433 64-byte pkts, 108 over 64-byte pkts, 242 over 127-byte pkts 


     0 over 255-byte pkts, 88 over 511-byte pkts, 0 over 1023-byte pkts 


     464 Multicasts, 24 Broadcasts, 383 Unicasts 


     0 runts, 0 giants, 0 throttles 


     0 CRC, 0 overrun, 0 discarded 


Output Statistics: 


     8667 packets, 1097173 bytes, 0 underruns 


     258 64-byte pkts, 1299 over 64-byte pkts, 7021 over 127-byte pkts 


     89 over 255-byte pkts, 0 over 511-byte pkts, 0 over 1023-byte pkts 


     8182 Multicasts, 150 Broadcasts, 335 Unicasts 


     0 throttles, 0 discarded, 0 collisions, 0 wreddrops 


Rate info (interval 299 seconds): 


     Input 00.00 Mbits/sec,          0 packets/sec, 0.00% of line-rate 


     Output 00.00 Mbits/sec,          5 packets/sec, 0.00% of line-rate 


Time since last interface status change: 00:27:17 
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B Accessing the FN IOM command line interface (CLI) 


B.1 Accessing the CLI via the console port 


To access the FN IOM CLI using a serial console, use the console port (upper USB port) on the FN IOM and 


connect it to a computer running VT100 terminal emulation software such as PuTTY or TeraTerm. The USB 


console port is implemented as a data terminal equipment (DTE) connector. 


Use the serial cable provided with the FN IOM. The cable has a USB type-A connector for the console port 


and a DB-9 connector for the terminal. 


Configure the terminal emulation software as follows: 


 Select the appropriate serial port (for example, COM 1) to connect to the console. 


 Set the data rate to 115200 baud. 


 Set the data format to 8 data bits, 1 stop bit, and no parity. 


 Set the flow control to none. 


 Set the terminal emulation mode to VT100 (if software has a mode setting). 


The default enable password for the FN IOM is calvin. 


 


 USB Ports on FN IOM 


B.2 Accessing the CLI via Telnet or SSH 


For remote out-of-band management, enter the management interface IP address of the FN IOM into 


a Telnet or SSH client and log in to the switch using the user name root and password calvin.  


See Appendix C if the management IP address is unknown or needs to be configured. 
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C Viewing/configuring the management IP address 


By default, the FN IOM is configured to receive its out-of-band management IP address via DHCP 


using the same physical Ethernet connection as the CMC. This interface only handles management 


traffic. If the management IP address is unknown or needs to be configured, use either the FN IOM’s 


CLI or the CMC’s GUI. 


C.1 Viewing/configuring the management IP address via the CLI 


If DHCP is enabled (default), and a DHCP server is available on the network, use the show interfaces 


managementethernet 0/0 command to determine the DHCP-configured IP address, subnet mask, and 


default gateway. The following command and its output show the DHCP-assigned IP address is 


172.25.210.218 and the subnet mask is 255.255.0.0. The DHCP server did not provide a default 


gateway in this example, as indicated by Router: 0.0.0.0. 


Dell#show interfaces managementethernet 0/0 


ManagementEthernet 0/0 is up, line protocol is up 


Hardware is DellEth, address is f8:b1:56:5e:db:78 


    Current address is f8:b1:56:5e:db:78 


Pluggable media not present 


Interface index is 7340033 


Internet address is 172.25.210.218/16 


Mode of IPv4 Address Assignment : DHCP 


 


DHCP Client information: 


Subnet Mask(1):255.255.0.0 


Router(3):0.0.0.0 


 


The following syntax shows how to configure a static IP address on the management interface if DHCP is not 


used. This example uses an IP address of 172.25.210.100 with a subnet mask of 255.255.255.0 


(specified using /24 in CIDR notation): 


Dell#configure 


Dell(conf)#interface managementethernet 0/0 


Dell(conf-if-ma-0/0)#ip address 172.25.210.100/24 


 


The following syntax shows how to configure a static default gateway IP address for the management 


interface. This example uses 172.25.210.254 as the default gateway: 


Dell#configure 


Dell(conf)#management route 0.0.0.0/0 172.25.210.254 
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C.2 Viewing/configuring the management IP address via the CMC GUI 


1. Connect to the CMC’s GUI in a browser. 


2. Navigate to Chassis Overview > I/O Module Overview in the left pane.  


3. Select the Setup tab at the top of the right pane to open the Configure I/O Module Network 


Settings page. 


4. Scroll down to the applicable slot for the FN IOM - Slot A1 or Slot A2.  


Note: Slot A1 is the top slot and slot A2 is the bottom slot on the FX2 chassis. 


5. Scroll down to the Network Settings section. If DHCP is enabled (default), and a DHCP server is 


available on the network, the DHCP-configured IP Address, Subnet Mask, and Gateway display. In 


Figure 12, the DHCP-configured management interface IP address for the FN IOM in Slot A1 is 


172.25.210.218. 


 


If a static IP address is preferred, uncheck the Enable DHCP box, enter the network settings 


manually, and click Apply. 


 


 Management IP address of FN IOM in CMC GUI 
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D Terminology 


CIDR (Classless Inter-Domain Routing): Expresses the subnet mask using slash notation. For example, /16 


means there are 16 leading 1-bits in the subnet mask, which is the same as 255.255.0.0. 


CLI (Command Line Interface): Text-based interface for issuing commands to a device, typically accessed 


using the serial console, telnet, or SSH.  


CMC (Chassis Management Controller): Allows out-of-band management of the Dell PowerEdge FX2 


chassis, as well as servers and FN IOMs within the chassis. 


DHCP (Dynamic Host Configuration Protocol): A network management protocol used to dynamically 


assign network settings to devices connected to a network. 


Fault Tolerance: Enables a network to continue operating properly in the event of a failure of some of its 


components. 


FN IOA (FN I/O Aggregator): Legacy term for FN IOM. 


FN IOM (FN I/O Module): FN IOM refers to a switch module on the rear of the Dell PowerEdge FX2 chassis 


that receives and transmits network I/O from the blade servers. FN IOMs include the FN410S, FN410T and 


FN2210S. 


GUI (Graphical User Interface): The Dell Blade I/O Manager and CMC interfaces discussed in this guide are 


GUIs and can also be referred to as Web User Interfaces since they are browser-based. 


LACP (Link Aggregation Control Protocol): LACP controls the bundling (aggregating) of several physical 


ports to form a single logical channel. LACP allows a network device to negotiate an automatic bundling of 


links by sending LACP packets to the peer, which is a directly connected device that also implements LACP. 


LAG (Link Aggregation Group): See Port Channel. 


Out-of-Band: A separate management network on a switch or other networked device that takes 


management traffic off of the production network.  


Port Channel:  Port channels combine multiple physical interfaces into one logical interface. Port channels 


provide increased bandwidth, redundancy and load balancing. 


Serial Console: The management interface that is accessible using the serial (or console) port on the switch. 


SSH (Secure Shell): A network protocol that allows users to securely log in to a switch’s CLI over a network. 


SSH uses Transmission Control Protocol port 22 by default. 


Telnet: A network protocol that allows users to log in to a switch’s CLI over a network. Unlike SSH, telnet 


connections are not secure. Telnet uses Transmission Control Protocol port 23 by default. 


UFD (Uplink Failure Detection): When upstream connectivity fails, the FN IOM disables the downstream, 


server-facing links. This feature ensures failovers occur properly if links are lost upstream. The FN IOM uses 
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LACP for the uplink port channel so it is necessary for the corresponding connections at the upstream switch 


to also be configured as an LACP port channel. 
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E Support and Feedback 


Contacting Technical Support  


Support Contact Information  Web: http://Support.Dell.com/ 


Telephone: USA: 1-800-945-3355  


Feedback for this document  


We encourage readers of this publication to provide feedback on the quality and usefulness of this 


deployment guide by sending an email to Dell_Networking_Solutions@Dell.com 


 



http://support.dell.com/

mailto:DELL_NETWORKING_SOLUTIONS@dell.com?subject=Feedback:FN%20IOM%20Easy%20Deployment%20Guide%20v2.0
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!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname FN410S-A1

protocol lldp
 advertise management-tlv management-address system-name
 no advertise dcbx-tlv ets-reco
 
interface ManagementEthernet 0/0
 ip address 100.67.169.145/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254


enable sha256-password <enable_password> 
username root sha256-password <ssh_password> 
no ip telnet server enable

no dcb enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Range TenGigabitEthernet 0/1-8
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

interface TenGigabitEthernet 0/11
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 0/12
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 0/1-8
 tagged Port-channel 1
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname FN410S-A1

protocol lldp
 advertise management-tlv management-address system-name 
 no advertise dcbx-tlv ets-reco

interface ManagementEthernet 0/0
 ip address 100.67.169.145/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 
username root sha256-password <ssh_password> 
no ip telnet server enable

no dcb enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Range TenGigabitEthernet 0/1-8
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

interface TenGigabitEthernet 0/9
 description Connection to S4048-ON iSCSI
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 100 mode active
 no shutdown

interface TenGigabitEthernet 0/10
 description Connection to S4048-ON iSCSI
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 100 mode active
 no shutdown

interface TenGigabitEthernet 0/11
 description Connection to S4048-ON LEAF
 no ip address
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 0/12
 description Connection to S4048-ON LEAF
 no ip address
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 description Port Channel for LAN traffic
 no ip address
 portmode hybrid
 switchport
 no shutdown

interface Port-channel 100
 description Port Channel for iSCSI 1
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 0/1-8
 tagged Port-channel 100
 no shutdown

end
write



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname FN410S-A2

protocol lldp
 advertise management-tlv management-address system-name
 no advertise dcbx-tlv ets-reco


interface ManagementEthernet 0/0
 ip address 100.67.169.146/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 
username root sha256-password <ssh_password> 
no ip telnet server enable

no dcb enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Range TenGigabitEthernet 0/1-8
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

interface TenGigabitEthernet 0/11
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface TenGigabitEthernet 0/12
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 2
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 101
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 0/1-8
 tagged Port-channel 2
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname FN410S-A2

protocol lldp
 advertise management-tlv management-address system-name 
 no advertise dcbx-tlv ets-reco

interface ManagementEthernet 0/0
 ip address 100.67.169.146/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 
username root sha256-password <ssh_password> 
no ip telnet server enable

no dcb enable


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Range TenGigabitEthernet 0/1-8
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

interface TenGigabitEthernet 0/9
 description Connection to S4048-ON iSCSI
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 101 mode active
 no shutdown

interface TenGigabitEthernet 0/10
 description Connection to S4048-ON iSCSI
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 101 mode active
 no shutdown

interface TenGigabitEthernet 0/11
 description Connection to S4048-ON LEAF
 no ip address
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface TenGigabitEthernet 0/12
 description Connection to S4048-ON LEAF
 no ip address
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 2
 description Port Channel for LAN traffic
 no ip address
 portmode hybrid
 switchport
 no shutdown

interface Port-channel 101
 description Port Channel for iSCSI 2
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 101
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 0/1-8
 tagged Port-channel 101
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname Leaf-A

protocol lldp
 advertise management-tlv management-address system-description system-name
 advertise interface-port-desc
 
interface ManagementEthernet 1/1
 ip address 100.67.169.31/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.30
 unit-id 0

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/11
 description U25 FN410S A1 port 11
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 1/12
 description U25 FN410S A2 port 11
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface fortyGigE 1/49
 description Spine Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 49 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 description Port Channel to FN IOM A1
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 1
 no shutdown

interface Port-channel 2
 description Port Channel to FN IOM A2
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 2
 no shutdown

interface Port-channel 49
 description Spine Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 49
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 description iSCSI-1
 no ip address
 mtu 9216
 tagged Port-channel 1-2,49
 no shutdown

interface Vlan 101
 description iSCSI-2
 no ip address
 mtu 9216
 tagged Port-channel 1-2,49
 no shutdown


end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname S4048-LF-A-U31

protocol lldp
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.31/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.30
 unit-id 0

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/11
 description FN410S A1 
 no ip address
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 1/12
 description FN410S A2 
 no ip address
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface fortyGigE 1/49
 description To S6010-ON Spine
 no ip address
 port-channel-protocol LACP
  port-channel 3 mode active
 no shutdown

interface fortyGigE 1/50
 description To S6010-ON Spine
 no ip address
 port-channel-protocol LACP
  port-channel 3 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 description Port Channel to FN IOM A1
 no ip address
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 1
 no shutdown

interface Port-channel 2
 description Port Channel to FN IOM A2
 no ip address
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 2
 no shutdown

interface Port-channel 3
 description Connection to S6010 Spine
 no ip address
 portmode hybrid 
 switchport
 vlt-peer-lag port-channel 3	
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname Leaf-B

protocol lldp
 advertise management-tlv management-address system-description system-name
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.30/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.31
 unit-id 1

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/11
 description U25 FN410S A1 port 12
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 1/12
 description U25 FN410S A2 port 12
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface fortyGigE 1/49
 description Spine Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 49 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 description Port Channel to FN IOM A1
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 1
 no shutdown

interface Port-channel 2
 description Port Channel to FN IOM A2
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 2
 no shutdown

interface Port-channel 49
 description Spine Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 49
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 description iSCSI-1
 no ip address
 mtu 9216
 tagged Port-channel 1-2,49
 no shutdown

interface Vlan 101
 description iSCSI-2
 no ip address
 mtu 9216
 tagged Port-channel 1-2,49
 no shutdown


end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname S4048-LF-B-U31

protocol lldp
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.30/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.31
 unit-id 1

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/11
 description FN410S A1 
 no ip address
 port-channel-protocol LACP
  port-channel 1 mode active
 no shutdown

interface TenGigabitEthernet 1/12
 description FN410S A2 
 no ip address
 port-channel-protocol LACP
  port-channel 2 mode active
 no shutdown

interface fortyGigE 1/49
 description To S6010-ON Spine
 no ip address
 port-channel-protocol LACP
  port-channel 3 mode active
 no shutdown

interface fortyGigE 1/50
 description To S6010-ON Spine
 no ip address
 port-channel-protocol LACP
  port-channel 3 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 1
 description Port Channel to FN IOM A1
 no ip address
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 1
 no shutdown

interface Port-channel 2
 description Port Channel to FN IOM A2
 no ip address
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 2
 no shutdown

interface Port-channel 3
 description Connection to S6010 Spine
 no ip address
 portmode hybrid 
 switchport
 vlt-peer-lag port-channel 3	
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname S6010-SPINE

protocol lldp
 advertise management-tlv management-address system-description system-name
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.33/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!


interface fortyGigE 1/25
 description iSCSI 1 Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 48 mode active
 no shutdown

interface fortyGigE 1/26
 description iSCSI 2 Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 48 mode active
 no shutdown

interface fortyGigE 1/29
 description Leaf-A Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 49 mode active
 no shutdown

interface fortyGigE 1/30
 description Leaf-B Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 49 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 48
 description iSCSI Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown

interface Port-channel 49
 description Leaf Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!


interface Vlan 100
 description iSCSI 1
 no ip address
 mtu 9216
 tagged Port-channel 48-49
 no shutdown

interface Vlan 101
 description iSCSI 2
 no ip address
 mtu 9216
 tagged Port-channel 48-49
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname iSCSI-1

protocol lldp
 advertise management-tlv management-address system-description system-name
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.35/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.34
 unit-id 0

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/1
 description SPA EP0
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/2
 description SPB EP0
 no ip address
 mtu 9216
 switchport
 no shutdown


interface fortyGigE 1/49
 description Spine Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 48 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 48
 description Spine Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 48
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 48
 no shutdown

interface Vlan 101
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 48
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname iSCSI-1

protocol lldp
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.35/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/1
 description SPA EP0
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/2
 description SPB EP0
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/9
 description FN410S A1
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 100 mode active
 no shutdown

interface TenGigabitEthernet 1/10
 description FN410S A1
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 100 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!


interface Port-channel 100
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 100
 no shutdown 

end
write



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname iSCSI-2

protocol lldp
 advertise management-tlv management-address system-description system-name
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.34/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLT Configuration       !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 127
 description VLTi
 no ip address
 channel-member fortyGigE 1/53,1/54
 no shutdown

vlt domain 127
 peer-link port-channel 127
 back-up destination 100.67.169.35
 unit-id 1

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/1
 description SPA EP1
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/2
 description SPB EP1
 no ip address
 mtu 9216
 switchport
 no shutdown


interface fortyGigE 1/49
 description Spine Connection
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 48 mode active
 no shutdown

interface fortyGigE 1/53
 description VLTi
 no ip address
 no shutdown

interface fortyGigE 1/54
 description VLTi
 no ip address
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Port-channel 48
 description Spine Connection
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 vlt-peer-lag port-channel 48
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 100
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 48
 no shutdown

interface Vlan 101
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 48
 no shutdown

end
write


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        GLOBAL SETTINGS         !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

enable
configure

hostname iSCSI-2

protocol lldp
 advertise management-tlv management-address system-description system-name 
 advertise interface-port-desc

interface ManagementEthernet 1/1
 ip address 100.67.169.34/24
 no shutdown

management route 0.0.0.0/0 100.67.169.254

enable sha256-password <enable_password> 

no ip telnet server enable

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!     Interface Configuration    !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface TenGigabitEthernet 1/1
 description SPA EP0
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/2
 description SPB EP0
 no ip address
 mtu 9216
 switchport
 no shutdown

interface TenGigabitEthernet 1/9
 description FN410S A2
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 101 mode active
 no shutdown

interface TenGigabitEthernet 1/10
 description FN410S A2
 no ip address
 mtu 9216
 port-channel-protocol LACP
  port-channel 101 mode active
 no shutdown

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!    Port Channel Configuration  !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!


interface Port-channel 101
 no ip address
 mtu 9216
 portmode hybrid
 switchport
 no shutdown


!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!        VLAN Configuration      !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface Vlan 101
 no ip address
 mtu 9216
 tagged TenGigabitEthernet 1/1-1/2
 tagged Port-channel 101
 no shutdown 

end
write

