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Overview

This document provides guidance in deploying a Greenfield carrier cloud solution to run VNF
workloads hosted on Dell EMC hardware virtualized with the help of VMware vCloud platform
for NFV. In addition, vCloud platform helps manage the virtualized resources and monitor the
hardware and software health during post deployment operations.
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2 How to use this guide

This document assists telecommunication and solution architects, as well as sales engineers,
field consultants, advanced services specialists, and customers who are responsible for telco

cloud / NFV services or building an infrastructure to maximize the benefits of using the Dell
EMC NFVI with VMware NFV bundle of solutions.
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Dell EMC Hardware Requirements

VMWare vCloud NFV compute and storage resources need to be VSAN Ready. A complete

and up-to-date list of VSAN Ready Dell EMC platforms is available at:

http://vsanreadynode.vmware.com/RN/RN?

Dell EMC PowerEdge R730 9 (min)
CPU Intel Xeon® E5-2680v3 2.5Ghz 2 sockets, 12
cores
RAM 192 GB (128 GB min)
Components HDD 2x600GB (800 GB min)
SSD 1x400GB (1/3" of HDD min)
SD cards 2x16GB
NIC 2x10G 2P Intel X520
1x1G 2P Intel 1350 or 1x1G 4P BCM5720

Dell EMC Networking S6010

4

Dell EMC Networking S4048

1

Table 1 Dell EMC Hardware components
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4 Software Requirements

4.1 VMWare

The table below lists all the mandatory components required:

Component Version ETSI Functional Block
VMWare ESXi 6.0 U2 NEVI

VMWare Virtual SAN Std 6.2 NFVI

VMWare vCloud Director for Service Providers | 8.10 VIM

VMWare Integrated OpenStack 2.0.3 VIM

VMWare vRealize Operations Advanced 6.2.1 NFVI Operations Management
VMWare vRealize Log Insight 3.3.1 NFVI Operations Management
VMWare vSphere Replication 6.1.1 NFEVI

VMWare vSphere Data Protection 6.1.2 NFVI Operations Management
VMWare vCenter Server 6.0.U2 VIM

VMWare NSX for vSphere 6.2.4 NFVI & VIM

VMWare Site Recovery Manager 6.1.1 NFVI Operations Management

Table 2 VMware software components

4.2 Miscellaneous

Component Version Description/Function

Java NA Any compatible version

vSphere client 6 Any compatible version with ESXi 6

DHCP server NA Optional Preconfigured DHCP server to service IP
requests for ESXi and other applications

DNS server NA Optional DNS server to resolve various hosts, VMs and
applications.

NTP server NA Optional to start deployment, best practice is to have a
dedicated NTP server

Table 3 Miscellaneous software components

4.3 License Requirements

Application Quantity

ESXi Number of CPU sockets
VSAN Number of CPU sockets
NSX Number of CPU sockets
vCenter Server Appliance Number of instances
vCloud Director Number of VMs
VRealize Operations manager Number of VMs
VRealize Log Insights Number of CPU sockets
SQL Server Enterprise edition 1 SQL server license

Table 4 License Requirements
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5 Reference Architecture

5.1 Logical topology
VMware vCloud NFV architecture is based on three Clusters: Management, Edge and
Resource. It is recommended that each cluster have minimum of four nodes. All the clusters
are based on VSAN storage and require homogenous NFVI within the same cluster.

= NSX n )
Virtual SAN J : J_ vCloud @SRM
v L
Enabled Cluster A A PSC t.‘!- Director

Infrastructure

Networks -
—
vMotion Network
Virtual SAN Network
ESXi Management

vSphere Replication

|
Resource Cluster

Virtual SAN
Enabled Cluster

nt Cluster
LeQend Vi ents

Figure 1 VMware Cluster design
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5.2

Physical Topology

Spine 1

Spine 2

%:m?

Leaf 1 Leaf 2
Te 20-27 Te 20-27
ToR Switch | I VIM
Ex Computel
E Compute2
Compute3
Computed
Figure 2  VMware Block design
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6.1

6.1.1

11

VMWare virtualization platform

The following are the steps required to bring up the VMWare virtualization platform.

Install ESXi on Servers

ESXi Hypervisors need to be installed in the physical server harddisk. The hard disk in which
ESXi hypervisors are installed cannot be used by storage clustering applications like VSAN.
To avoid losing hundreds of GBs of standard disk storage for clustering, installing the
hypervisors on the internal SD card module is recommended.

Verify the SD card module is present

Not all servers come with internal SD card modules. So before proceeding with the
installation, make sure internal SD card modules are installed in the system. To verify this,
launch iDRAC and enter system setup. Navigate to System BIOS - Integrated Devices

Default iDRAC Username : root Password : calvin

Under Integrated Devices, verify you see SD card related fields are present. If these fields
are missing, then the host does not have a SD card controller or SD cards in it.

_ System BIOS

System BIOS Settings « Integrated Devices

Internal USE Fort @ on O Off -
Integrated RAID Contraller @ Enabled ¢ Disabled
Integrated Network Card 1 @ Enabled < Disabled (O5)
FOAT DMA Engine O Enabled @ Disabled
Embedded Video Controller @ Enabled < Disabled
Current State of Embedded Video Controller - Enabled

SR-10V Global Enable @ Enabled ¢ Disabled
Internal SD Card Port @ On & Off

Internal 50 Card Redundancy O Disabled @ Mirror
Internal SD Primary Card @ SD Card1 oS0 Card 2
05 Watchdog Timer < Enabled @ Disabled

= This option enables/disables the USEB 3.0 support.
YWhen this field is set to Disabled (default), the USE devices ... (Press <F1= for more help)

Figure 3  System BIOS Settings
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6.1.2

6.1.3
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Set the boot sequence to boot the device from SD card

By default, most systems will be set to boot from the HDD or SSD drives. When you install
ESXi on the SD card the system may not boot from this partition. To remedy this issue, it is
necessary to set the boot parameters properly under the System BIOS = Boot setting =
BIOS Boot Settings = Hard-Disk Drive Sequence.

Change Order

Use arrow keys to select an item. Use +/- to
position the item in the list.

Internal SD: IDSDM +
Integrated RAID Controller 1: PERC HT30 Mini(bu... —

l Cancel J l oK J

Figure 4  Change Order Dialog Box

Use Vmware ESXi installer to install the hypervisor

Either using the CD drive in the server or with an ISO image start the ESXi installation
process. With the ISO image, in the iDRAC, connect virtual media and click Map CD/DVD
from the local drive. Point to the local ISO image file. Set the Next boot option to boot via
virtual CD/DVD/ISO and reboot the system. Choose the installer option as shown below and
continue with the installation process.

Dell EMC + VMware Cloud Infrastructure Platform for NFV DELLEMC
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Dell-ES5Xi-5.5U2-2068190-A03 Boot Menu

Dell-ESXi-5.5U2-2068190-A03 Installer

Boot from local disk

Automatic boot in 3 seconds...

Figure 5 Dell ESXi Boot Menu

Make sure you are installing the ESXi hypervisor in the SD card of the server.
e ____________________________________________________________________________________|

Select a Disk to Install or Upgrade

#= Contains a YMFS partition
# Claimed by YMuare Virtual SAN (YSAN)

Storage Device Capacity
Local:

ATA INTEL 3SDSCZBX?0 (naa.55cd?e484cB44c3a) 186.31 GiB

DELL PERC H730 Mini (naa.b641a84202ece?9001cfrd. . .) 558.38 GiB
Renote :

(none)

Figure 6 Confirm SD card is selected

During the installation process, configure the root user password for the hypervisor of your
choice. Be sure to configure same password across all the ESXi installations. So the hosts
can be added to vCenter with a consistent process.

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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6.1.4

Passuwords match.

(Esc) Cancel (F9) Back (Enter) Continue

Figure 7 Enter root password

Repeat this process for all the servers in the setup.

Configure the management interface

Post installation, it is necessary to configure the management IP address for the hypervisors,
which will be managed by vSphere client. By entering the root username/password
configured during installation, the user should be able to login and configure the hypervisors.
Navigate to Configure Management Network, Under Network Adapters. Choose the NIC
interface that will be acting as the management interface from the list of available NICs.
Configure Vlans for the management port (if any). If a DHCP server is not providing the IP
address, choose static configuration and assign a management IP address to the server and
repeat the same process for all the servers.

Conf igure Managenent Netuwork Network Adapters

etwork Adapters vinic (NICL1)

YLAN C(optional)

IP Conf iguration
IPv6 Configuration
DNS Conf igurat ion
Custon DNS Suffixes

14

Figure 8  Configure Management Network
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Device Name Harduare Label (MAC Address) Status

[¥]1 vmnicO 42:21:e2:bb) Connected (...)
[ 1 venicl NICZ (44:aB:42:21:e2:bc) Disconnected

[ 1 vnnic? HIC3 (44:a8:42:21:e2:bd) Disconnected

[ 1 vnnic3 NIC4 (44:a8:42:21:e2:be) Disconnected

[ 1 vnicd PCIe Slot 1 ¢...9f:6d:01:04) Connected

[ 1 vnnich PCIe Slot 1 ¢...9f:6d:01:06) Connected

[ 1 vnnich PCIe Slot 2 (...9f:6d:Ba:34) Disconnected

[ 1 vnnicy? PCle Slot 2 (...9f:6d:0a:36) Disconnected

[ 1 vnnich PCIe Slot 3 €...9f:6d:00:fc) Disconnected

<D> ¥Yiew Details <Space> Toggle Selected <Enter> 0K <Esc?> Cancel

Netuork Adapters

Select the adapters for this host's default management netuork
connection. Use tuo or more adapters for fault-tolerance and
load-balancing.

IP Address [ 1/2.16.105.11 ]
Subnet Mask [ 255.255.255.0 ]
Default Gateway [ 172.16.105.1 1
Up/Doun: Select <Space> Mark Selected <Enter> 0K <Esc?> Cancel

Figure 9  Select management network connection

IP Conf igurat ion

This host can obtain network settings avtomatically if your netuwork
includes a DHCP server. If it does not. the following settings must be
specified:

( ) Use dynamic IP address and network configuration

(o) Set static IP address and netuwork configuration:

6.2

15

Figure 10 1P Configuration

Install vCenter Server

Installation of vCenter server 6 is a two-step process. We need to install External platform
services controller (EPSC) and vCenter server appliance. EPSC is used for various backend
services and all the user interactions to the vCenter will go through the vCenter server
appliance only. As shown in the VM placement diagram, we need to deploy two sets of
vCenter Server one to manage the VIM cluster and another to manage the Compute & Edge
cluster.

Dell EMC + VMware Cloud Infrastructure Platform for NFV DELLEMC
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6.2.1 Mount VCSA ISO

Confirm you have access to the management IP addresses of the hypervisors. In a virtual CD
drive, load the ‘VMware-VCSA-all-6.0.0-3040890’ ISO image. Browse to the virtual CD drive
and click vcsa-setup.html. If the browser prompts for a missing plugin, install the plugin and
restart the process. In the browser, click Install.

vCenter” Server Appliance” 6.0

Install Upgrade

Figure 11 vCenter Server Appliance install

6.2.2 Install External PSC

Enter the IP address of one of the hosts that will be part of VIM cluster. Enter the ESXi root
username/password and click Next.

E‘ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Connect to target server

Specify the ESXi host or vCenter Server on which to deploy the vCenter Server Appliance.
2 Connect to target server peciy play PP

3 Set up virtual machine FQDN or IF Address ‘ |

4 Select deployment type

User name ‘ | il
5 Set up Single Sign-on
6 Single Sign-on Site Password ‘ |
7 Select appliance size
§ Select datastore /Ay Before proceeding, ifthe target is an ESXi host:

9 Configure database
« Make sure the ESXi hostis notin lock down mode or maintenance mode

« When deploying to a vSphere Distributed Switch (VDS), the appliance must be deployed to an ephemeral
portgroup. After deployment, itcan be moved to a static or dynamic portgroup.

10 Network Settings

11 Ready to complete

Back || Next || Fnin cancel |

Figure 12 Connect to target server
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For the first deployment, we will deploy EPSC/vCenter for VIM. In the second installation, we
will deploy the Compute and Edge. Name the appliance and configure root password of
choice for each deployment.

' vMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Set up virtual machine
Specify virtual machine settings for the vCenter Server Appliance to be deployed
+ 2 Connect to target server pecity 9 op ploy
3 Set up virtual machine Appliance name VIM EFSC | o
4 Select deployment type
5 Setup Single Sign-on O8S user name: root
6 Single Sign-on Site
_ 05 password: | fir}
7 Select appliance size
D SEECTTErTE Confirm OS password |
9 Configure database
10 Network Settings
11 Ready to complete
Back || Next Finish cancel
Figure 13  Set up virtual machine
Choose EPSC as show below.
' vMware vCenter Server Appliance Deployment
+~ 1 End User License Agreement Select deployment type
Selectthe services to deploy onto this appliance.
+ 2 Connect to target server play pe
+ 3 Setup virtual machine vCenter Server 6.0 requires a Platform Services Controller, which contains shared services such as Single Sign-Cn,
Licensing, and Certificate Management. An embedded Platform Services Controller is deployed on the same
4 Select deployment type Appliance WM as vCenter Server. An external Platiorm Services Controller is deployed in a separate Appliance VM.

5§ single Si Far smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
D EHI DT, ST T installations with multiple vCenter Servers, consider one ar mare external Platform Services Controllers. Refer to the
6 Single Sign-on Site vCenter Server documentation for more informatian.

7 Select appliance size MNote: Once you install vCenter Server, you can only change from an embedded to an external Platform Services
Controller with a fresh install
8 Select datastore

9 Network Settings Embedded Platform Services Controller
VM or Host
10 Ready to complete e
: | form Services
Install vCenter Server with an Embedded I Controber
Platform Services Controller e ‘
vCantar Sarver
External Platform Services Controller VNI o Fost
T T T T A]
) | Platform Services |
Install Platform Services Controller i Coniroler i
(_J Install vCenter Server (Requires External ,—I—|
Platform Services Controller) VM or Hast VM or Host
vCanter Sarver vCantar Servar
Back | | Next Finish Cancel

Figure 14  Select deployment type
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Configure SSO with authentication password of your choice, domain name and site name.

B‘ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Setup Single Sign-on ($50)

< D BT T Create or join a2 S50 domain. An S50 configuration cannot be changed after deployment.

Create a new S50 domain
4 Select deployment type _) Join an S50 domain in an existing vCenter 6.0 platform services controller

5 Setup Single Sign-on -
vCenter $30 User name: administrator

6 Select appliance size

+ 3 Setup virtual machine

T Select datastore vCenter S50 Password: | ......... | i )

& Network Settings

9 Ready to complete Confirm password: |
S50 Domain name: | vsphere local | A
580 Site name | SantaClara| | @

A\, Before proceeding, make sure that the vCenter Single Sign-0n domain name used is diffierent than your
Active Directory domain name.

Back || Next Finish cancel

Figure 15 Set up Single Sign-on

Select the host datastore in which the user wants to deploy the VM and click Next.

E VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select datastore

Select the storage location for this deployment
+ 2 Connect to target server g ploy

v 3 Setup virtual machine The following datastores are accessible. Select the destination datastore for the virtual machine configuration files

4 Select deployment type and all ofthe virtual disks.
+ 5 Setup Single Sign-on
+ 6 Select appliance size Name Type Capacity Free Provisioned Thin Provisioning

7 Select datastore tempHD WMFS 558.75 GB 557.6 GB 095 GB true

8 Network Settings

9 Ready to complete

[ Enable Thin Disk Mode @

Back | | Next Finish Cancel

Figure 16  Select datastore
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Configure the network settings for the vCenter server using a static configuration or through a
DHCP server. Enter a system name if a DNS server is already configured. Use the ESXi host
to synchronize time if no NTP server is configured.

Note: Do not enter a system name without configuring a DNS Server on the network.

@ VMware vCenter Server Appliance Deployment

« 1 End User License Agreement ~ '-N00S& 3 NeIWOrk:

‘ WM Network v | (] -
" 2 Connect to target server
+ 3 Setup virtual machine IP address family: ‘ = v
" 4 Select deployment type
+ 5 Setup Single Sign-on Network type: ‘ static v
+ B Select appliance size
« 7 Select datastore Network address: [17216114.10 |
8 Network Settings
9 Ready to complete System name [FQDN or IP ‘ 172.16.114.10 | o
address]:
Subnet mask: ‘ 255 D55 2560 |
Network gateway: ‘ 172.16.114 1 |
Network DNS Servers ‘ 5588 |

(separated by commas)

Configure time sync: (*) Synchronize appliance time with ESXi host

() Use MTP servers (Separated by commas)

[+ Enabie ssh -

Back | | Next Finish Cancel

Figure 17 Network Settings

Verify the configuration, click Finish and wait for the ESPC to deploy fully. Deploying the
EPSC will take up to 10 minutes.

@ VMware vCenter Server Appliance Deployment

~ 1 End User License Agreement Ready to complete

Please review your settings before starting the installation.
+ 2 Connect to target server b g d

3 Setup virtual machine Target server info. 172.16.114.101

Name: VIM EPSC
o G ST T Installation type: Install
+ 5 Setup Single Sign-on Deployment type Platform Services Controller
B Select appliance size Datastore: tempHD

Disk mode: thick
Riiselechita =S ol Network mapping:  Network 1 to VM Network
+ 8 Network Settings IP allocation: IPvd | static

9 Ready to complete Host Name

Time synchronization: Synchronize appliance time with ESXi host

Properties: SSH enabled = True
8380 User name = administrator
S50 Domain name = dell.nfv
SS0 Site name = SantaClara
MNetwork 1 IP address = 172.16.114.10
Host Name = vimepsc
Network 1 netmask = 255.265 255.0
Default gateway = 172.16.114.1
DNS=88.88

Back Next Finish | | Cancal

Figure 18 Complete installation
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6.2.3

20

Deploy the vCenter appliance
After the EPSC installation is complete, restart the installation to deploy vCenter server

appliance. Provide a different host IP address in the VIM cluster to deploy vCenter. This is a
best practice to ensure anti-affinity, not a strict requirement.

H VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement

2 Connect to target server

Set up virtual machine

[

Select deployment type
Set up Single Sign-on
Single Sign-on Site

- & ;s

Select appliance size

)

Select datastore
9 Configure database
10 Network Settings

11 Ready to complete

Connect to target server
Specify the ESX host or vCenter Server on which to deploy the vCenter Server Appliance.

FQDN or IP Address: | 172.6.114.102 |
User name: | root | [}
Password: | ...... { |

M Before proceeding, ifthe target is an ESXi host:

« Make sure the ESXi host is notin lock down mode or maintenance mode.
« When deploying to a vSphere Distributed Switch (VDS), the appliance must be deployed to an ephemeral
portgroup. After deployment, it can be moved to a static or dynamic portgroup.

Back || Next Finish Cancel

Figure 19 Connect to target server

Configure the vCenter appliance name.

ﬂ' VMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Set up virtual machine
B TR T e Specify virtual machine settings for the vCenter Server Appliance to be deployed.
3 Set up virtual machine Appliance name: VIV vCenter | )
4 Select deployment type
5 Configure Single Sign-On 0OS user name: root
6 Select appliance size
0S5 password: | ......... | )
7 Select datastore
& Configure database
. Confirm O8 password: | ......... |
9 Network Settings
10 Ready to complete
Back | | Mext Finish Cancel
Figure 20 Set up virtual machine
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After configuring the root password (typically same as ESPC) select the vCenter server install

instead of PSC.

' vMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server
+ 3 Setup virtual machine

5 Configure Single Sign-On

6 Select appliance size

7 Select datastore

8 Configure database

9 Network Settings

10 Ready to complete

Select deployment type
Select the services to deploy onto this appliance.

vCenter Server 6.0 requires a Platform Services Controller, which contains shared services such as Single Sign-Cn,
Licensing, and Certificate Management. An embedded Flatform Services Controller is deployed on the same
Appliance VM as vCenter Server. An external Platform Services Controller is deployed in a separate Appliance WM.
Far smaller installations, consider vCenter Server with an embedded Flatform Services Controller. Far larger
installations with multiple vCenter Servers, consider one or more external Flatform Services Controllers. Refer to the
vCenter Server documentation for more information.

Mote: Once you install vCenter Server, you can only change from an embedded to an external Flatform Services
Controller with a fresh install.

Embedded Platform Services Controller VM or Host

P
() Install vCenter Server with an Embedded | Platiorm Services

| Controller
Flatform Services Controller ——— —
vCenter Servar
External Platform Services Controller T

| 3
. Platform Services
(_J Install Platform Services Controller I I

| Controller |
(#) Install vCenter Server (Requires External
Platform Services Controller) VM or Host VM or Host
vCanter Sarver vCanter Server
Back | | Next Finish Cancel

Figure 21

Select deployment type

Configure the EPSC SSO password to authenticate vCenter.

B‘ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server
+ 3 Setup virtual machine
+ 4 Select deployment type
6 Select appliance size
7 Select datastore
8 Configure database
9 Network Settings

10 Ready to complete

Configure Single Sign-On (S50}
ConnectvCenter Server to a S50 domain in an existing platform services controller. An S50 configuration cannot
be changed after deployment.

Flatform Services Controller
FQDN or IF address:

17216.114.10

vCenter S50 User name: administrator

vCenter S50 password

vCenter Single Sign-Cn

[443 |
HTTPS Port:

A Before proceeding, make sure you provide the passward of the user ‘administrator' in the existing vCentar
Single Sign-Cn domain that you configured during Platform Services Controller deployment.

Back || Next Finish Cancel

Figure 22 Configure Single Sign-On
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Based on the deployment size, chose the appliance size.

ﬂ' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select appliance size

Specify a deployment size for the new appliance
+ 2 Connect to target server pecify ploy pe

e Appliance size: Tiny (up to 10 hosts, 100 VMs) v
+ 4 Select deployment type .

+ 5 Configure Single Sign-On

6 Select appliance size

Description:
7 Select datastore P

8 Configure database )
ontig These resources will be used by the vCenter Server services.

9 Network Settings

10 Ready to complete

This will deploy a Tiny WM configured with 2 vCPUs and 8 GB of memory and requires 120 GB of disk space.

Back | | Next Finist Cancel
Figure 23  Select appliance size
Use the embedded database and configure the Network settings.
ﬂ' VMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Choose a network: | VM Network | @
+ 2 Connect to target server
+ 3 Setupvirtual machine IP address family: ‘ Pud v
+ 4 Select deployment type
+ 5 Configure Single Sign-On Network type: ‘ static .
+ B Selectappliance size
v U SEERIA RSN Network address: | 1721611411 |
+ & Configure database
9 Network Settings System name [FQDN ar IP | 172.16.114.11 | )
address]:
10 Ready to complete
Subnet mask: [ 255.255.255.0 |
Network gateway: | 172 16.114 1 |
Network DNS Servers [8328 |
(separated by commas)
Configure time syn: (*) Synchronize appliance time with ESXi host
) Use NTP servers (Separated by commas)
[+ Enable ssh
Back | | Next Finist Cancel
Figure 24 Network Settings
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Review the configurations and click Finish. Wait for vCenter appliance to deploy, which will

take up to 10 minutes.

@ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Ready to complete

Please review your settings before starting the installation
+ 2 Connect to target server ! g °

3 Set up virtual machine Target server info: 172.16.114.101
Name: WIM vCenter
pSEREREpo B E Installation type: Install
+ 5 Configure Single Sign-On Deployment type: vCenter Server
& Select appliance size Deployment Tiny (up to 10 hosts, 100 WVMs)
4 L configuration:
+ T Select datastore Datastore: tempHD
+ 8 Configure database Disk mode: thick
~ Network mapping: Netwaork 1 to VM Network
+ 8 Network Settings I allocation IPvd4 | static

10 Ready to complete Host Name

Time synchronization: Synchronize appliance time with ESXi host
Database: embedded
Properties S5H enabled = True
SS80 User name = administrator
Single Sign-Cn instance IP = 172 16.114.10
S50 Domain name = vsphere.local
Network 1 IP address = 172.16.114.11
HostName = 172.16.114.11
Network 1 netmask = 255.255.255.0
Default gateway = 172.16.114.1
DNS=8888

Figure 25 Complete installation

Back Next Finish

Cancel

Once the installation is complete, login to vSphere web client with the URL provided post

installation.

[ VMware vCenter Server Appliance Deployment

Installation Complete
Your vCenter Server is successfully installed.
Postinstall steps:
1. vCenter Server is installed in evaluation mode. Activate vCenter Server by using the vSphere Web Client within 60

days. When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter
Server.

2 Use the vSphere Web Client to manage vCenter Server Log in with the Single Sign-Cn administrator account
administrator@vsphere.local

You can now login to vSphere Web Client: hittps:/172.16.114. 11 vsphere-client as administrator@vephere local

Close

Figure 26 vSphere web client URL
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6.2.4 Deploy second EPSC and vCenter

Once the first vCenter is fully deployed, restart the EPSC and vCenter installation and deploy
the second instance of vCenter to manage Compute and Edge clusters. Make sure to install
the application on a different host that is part of the VIM cluster.

The following figures show the final Compute EPSC and vCenter Server configurations for
review before deployment.

@ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Ready to complete

Flease review your settings before starting the installation.
+ 2 Connect to target server ! 9 9

3 Setupvirtual machine Targetserverinfo 172.16.114.103

Name: Compute EPSC
o b SRR T Installation type: Install
+ 5 Setup Single Sign-on Deployment type: Platform Services Controller
B Selectappliance size Datastore: temp103

Disk mode: thick
v 7 Select datastore Netwark mapping: MNetwork 1 to WM Network
+ 8 Network Settings IP allocation IPvd |, static

9 Ready to complete Host Name

Time synchronization: Synchronize appliance time with ESXi host
Froperties S5H enabled = True
550 User name = administrator
$S0 Domain name = vsphere local
550 Site name = SantaClara
Network 1 IP address = 172.16.114.12
Host Name = 172.16.114.12
Network 1 netmask = 2556.265.255.0
Default gateway = 172 16114 1
DNS=8.8628

Back Next Finish || Cancel

Figure 27 EPSC configuration

E‘ VMware vCenter Server Appliance Deployment

~ 1 End User License Agreement Ready to complete

Please review your settings before starting the installation
+ 2 Connectto target server ’ 9 9

3 Setup virtual machine Target server info 17216114 104
MName Compute vCenter
o & SRERI I IETH T Installation type: Install
+ 5 Configure Single Sign-On Deployment type: vCenter Server
i i Deployment Tiny {up to 10 hosts, 100 Vs)

6 Selectappliance size i 1 /
v pp configuration:
+ 71 Selectdatastore Datastore: temp104
+/ 8 Configure database Disk mode thick

. Netwark mapping Metwaork 1 fo WM Netwaork

7 QUIECET 3 IF allocation IPv4 | static

10 Ready to complete Host Name

Time synchronization: Synchronize appliance time with ESXi host
Database: embedded

Properties: SSH enabled = True
5350 User name = administrator
Single Sign-On instance IP = 172.16.114.12
S50 Domain name = vsphere local
Netwaork 1 IP address = 172.16.114.13
HostName = 172.16.114.13
Netwark 1 netmask = 2552552550
Default gateway = 172.16.114.1
DNS=8.8.88

Back Next Finish | | cancel

Figure 28 Compute vCenter configuration
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6.3 Build datacenter

Once the the vCenter appliance is deployed successfully, all the data center resource
components (compute, storage and networking) Can be managed using the vmware vSphere
web client. The URL for the web client is: https://<vcenter-appliance>:9443/vsphere-client/

6.3.1 Add Licenses

Before we adding hosts to create the data center, add the following four licenses to vCenter
application as follows. V

e Center license for the vCenter appliance

e vSphere Enterprise plus license for the total number of CPU cores that could be
managed via vCenter

e VSAN license for managing server datastores

e NSX license for managing host VXLAN networking.

From the home screen click, Administration = Licenses. Under the License Keys tab, Click
on the (+) sign to add the License keys.

Navigator X Licenses

4Homz37 0 License provider: | All 6.0 vCenter Server instances | - | i ] Go to My Viviwar

Administration S

- Access Control Gefting Startad | Licenses | Products  Asssts
Roles + | 7 £ B | @A actons ~ shaw: [ Al [+ ] (@ Fier -
Global Permissions Licznse License Kay Product Usage Capacity

+ Single Sign-On [a] vCenter TSR /\lware vCenter Server 6 Standard (Instanc 1Instances 6 Instances
Users and Groups [EE] NSX bkt |3 for vSphere Evaluation (CPUS) 12 CPUs 100 CPUs
Configuration ] vsAN o iUl SAN Standard (CPUS) 12CPUs 16 CPUs

~ Licensing [E=] ESXi_myvmware m Viware vSphere 6 Enterprise Plus (CPUs) 12 CPUs 16 CPUs

Figure 29 Add license keys

Repeat this exercise for both VIM vCenter and Compute vCenter

6.3.2 Create datacenter and clusters
Login to the VIM vCenter appliance and navigate from the vCenter home screen - Host
and clusters. Click the vCenter IP and create a new data center with the name of your
choice. Create the various clusters as needed. In the VIM vCenter we will create VIM cluster
only. In the Compute vCenter we will create two clusters (Compute and Edge). Do not enable
vSphere HA, vSphere DRS and VSAN in this step.

Navigator X

4 Home L)

Figure 30 VIM
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Mavigator X

4 Administration D)

[ |8 8 @
~ [ 172.16.105.23
w [ig MWC FOC

Compute
[ @ Edge
Figure 31 Compute and Edge

6.3.3 Add Hosts to clusters
Under each respective cluster, click on Add a host to add ESXi hypervisor installed hosts to
the clusters. Use the license keys installed earlier to the hosts when needed. Follow the
following six steps process to add a host to a cluster.

1. Enter the IP address of the host
2. Enter the login credentials (Provided during ESXi installation)
3. Review Host summary page
4. Assign License
5. Lockdown mode (Leave this unchecked)
6. Ready to complete
Add Host ?) N
Enterthe name or IP address of the hostto add to vCenter Server.

2 Connection settings Hostname or IP address: |1?2.1B.105.12

3 Host summary Location: @ Compute

4 Ready to complete

Figure 32 Enter the IP address of the host

Add Host 2) »
¥4 1 Name and location Enter the administrative account infarmation for the host. The vSphere Web Client will use this information to connect to the host

2 Conneclion setfings and establish a permanent account for its operations.

User name: |r00t |

J Host summary

Password:

e |

4 Ready to complete

Figure 33 Enter the login credentials (Provided during ESXi installation)

Add Host )
+ 1 Name and location Mame 172.16.105.12
+ 2 Connection settings Vendar Dell Inc.
4 3 Host summary Model PowerEdge R730

4 Assign license Version Wilware ESXi 5.5.0 build-2068190

5 Lockdown mode

Virtual Machines
6 Ready to complete
Figure 34 Review Host summary page
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Add Host 2 »

+~" 1 Name and location | Assign an existing license key | hd |

+" 2 Connection settings License Key _— Lkage
w3 TSIy U £2 (NoLicense Key) Evaluation Mode 0

v = 2 RS \/ware vSphere § Enterprise Plus (unlimited cores per CPU) 14 CPUs

5 Lockdown mode

o complete

Figure 35 Assign License

Add Host ) »
+" 1 Name and location ‘When enabled, lockdown mode prevents remote users from logging directly into this host. The hostwill only be accessible through

. . local console or an authorized centralized management application.
" 2 Connection settings g PP

+ 3 Host summary If you are unsure what to do, leave this box unchecked. You can configure lockdown mode later by editing Security Profile in host

I settings.
~ 4 Assign license

WY 5 | ockdown mode [C] Enable lockdown mode

6 Ready to complete

Figure 36 Lockdown mode (Leave unchecked)

Add Host @M
+~ 1 Name and location MName 172.16.105.12

+ 2 Connection settings Version Wiware ESXi 5.5.0 build-2068190

+ 3 Hostsummary License Key L

+ 4 Assign license Networks VI Network

+ 5 Lockdown mode Datastores vsanDatastore

b4 © Ready to complete Lockdown Mode — Disabled

Back Finish Cancel

Figure 37 Ready to complete

6.4 Configure host networking

Each host in each cluster typically needs to be configured with a minimum of three different
types of networks. Configuring host networking using Distributed vSwitch (DvSwitch) is a
simple and effective way to manage networking uniformly. Configuring DvSwitch is a three
step process.

1. Create a distributed vSwitch (MTU/LLDP).
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2. Configure uplink link ports (LACP or NIC Teaming).

3. Configure port groups (VLAN/VMkernel ports if necessary).

It is important to avoid single point failures in the uplink, a minimum of two uplink ports per

DvSwitch connecting to two different physical switch is a best practice.

6.4.1 Management Networking

By default, during ESXi installation on a host, vSwitchO is created with the management port

chosen during ESXi installation as an Uplink port and a VMKernel interface with the
Management IP as part of Management network is created.

6.4.1.1 Create DvSwitch

Navigate to Home = Networking = <Your DC> => Actions = Distributed Switch =
Create New Distributed vSwitch. Configure the name, version and number of uplinks in the

switch. Finally review the configuration and click Finish to create a DvSwitch.

[ &= New Distributed Switch o
+ 1 Name and location Readyto complete
Review your settings selections before finishing the wizard
~ 2 Selectversion
v/ 3 Editsetings Name: IManagement
MNumber of uplinks: 2
Network 110 Control Enabled
Default port group: Mgmt DvSwitch PG
Suggested next actions
% Mew Distributed Port Group
Eg:} Add and Manage Hosts
@ These actions will be available in the Actions menu of the new distributed switch.
Back Finish Cancel |
Figure 38 DvSwitch configuration
Select the newly created DvSwitch and select Actions -2 Settings 2 Edit Settings 2>
Advanced to change the MTU and discovery protocol.
m Management - Edit Settings 2|
General WTU (Bytes): 4000 %
m Multicast filtering mode: | Basic [~
Discovery protocol
Type: | Link Layer Discovery Protocol ‘ - |
Operation: | Both [ -]
Figure 39 Change MTU and discovery protocol
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6.4.1.2

29

Add first uplink port and VMkernel ports

Configuring the Management Networking needs to be carefully done in a multi-step process

because we have to migrate both physical uplink ports, VMkernel ports and vCenter

appliance related VMs. Click on Actions = Add and Manage Hosts. Select all the hosts in

the VIM cluster.

r

Figure 40 Select the hosts in the VIM cluster

Ok

Cancel

Make sure to select the second management port from each host that is not part of vSwitchO

and click Next.

[[7» Add and Manage Hosts

Manage physical network adapters
Add or remove physical network adapters to this distributed switch.

+ 1 Selecttask

% 2 Selecthosts

W T SREETHLIE TS IS Assign uplink WA Resetchanges @ View settings

4 Manage physical network o
adapiers Host/Physical Network Adapters

= N e ViVkemnel network - ﬁ 172.16.114.102

rs
» Onthis switch

1 & In Use by Switch

S vmnic3 (Assigned) -
VSR DS + On other switches/unclaimed

vmnico -

vmnict -

vSwitch0

[ Infrastructure
Infrastructure
ymnice =

vmnic? -

Figure 41 Manage physical network adapters

Uplink

Uplink 2

Assign the vmkO to the newly created Mgmt DvSwitch PG in each host.

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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Management-DWUplink...

Select new hosts (X}
@ Incompatible Hosts | @ Filter - |
Host Host State Cluster
M [ 17216114102 Connected EJ management (VI
M [ 172.16.114.103 Connected [ Management (VIM)

M [ 17216114 104 Connected 7 Management (VIM)

M (o Find - 3 items
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6.4.1.3

30

Manage VWMkemel network adapters
Manage and assign Vivkernel netwaork adapters to the distributed switch.

&2, Assign port group ¢/ Editadapter ™ Resetchanges @ View settings
Host/WMkernel Network Adapters 1 & In Use by Switch Source Port Group Destination Part Group
- 172.16.114.102
~ 0On this switch
vimkO (Reassigned) vawitch0 Management Metwark Mgmt DvSwitch PG

Figure 42 Manage VMkernal network adapters

Confirm there is no impact due to this configuration change and click Finish to migrate the
host VMkernel network and an uplink port to the newly created DvSwitch.

“ 20 = 0 | (oveniew) RAY TN
Properties
2. Mgmt DvSwitch PG 0 % | [+ Wanagement-ovUplinks-50 )
LACP VLAN 1D — Uplink 1 (0 MIC Adapters)
Private VLAN ¥ VMkernel Ports (3) v s Uplink 2 (3 NIC Adapters)
vmk0 : 172.16.114.103 [ ] el T wmnic3 172.16.114.102 (3]
etrlow ymko - 1721614102 @HD CH  vmnic3 172.16.114.104 e
Port mirroring vmk0 :172.16.114.104 o ] T vmnic2 172.16.114.102 o
Health check | Virtual Machines (0) I — g

Figure 43 Migrate to DvSwitch

Migrate VMs to DvSwitch
Click on Actions = Add and Manage Hosts = Manage Host Networking and again select
all three hosts from the attached hosts. Unselect Manage physical adapters and VMkernel

adapters and select Migrate virtual machine networking

[[7> Add and Manage Hosts

Selectnetwork adapter tasks
Selectthe network adapter tasks to perform.

~ 1 Selecttask
~ 2 Selecthosts

3 Selecinetwork adapier lasks D Manage physical adapters

4 Migr /M networking Add physical network adapters to the distributed switch, assign them to uplinks, or remove
existing ones.

[] Mmanage VMkemel adapters
Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed
port groups, configure Vikernel adapter settings, or remaove existing ones

[w/] Migrate virtual machine networking
Migrate VM network adapters by assigning them to distributed port groups on the distributed
switch.

|| Manage advanced hostsettings
Setthe number of ports per legacy host proxy switch.

Figure 44  Select network adapter tasks

Assign the port group in vCenter appliance related VMs to the Mgmt DvSwitch port groups.
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[ Add and Manage Hosts

¥ 1 selectiask Migrate VM networking

v 2 Selecthosts

+ 3 Selectnetwork adapter tasks

4 Migrate VM networking 6 WMs to select multiple items.

5 Readyto complete & Assign portgroup @y Resetchanges @ View setings

- [@ 17216.114.102

» B Compute EPSC 1

» B NSXManager 1
~ @ 17216.114.103

» 1 Compute vCenter 1

» {1 VIMEPSC 1
- Q 17216.114.104

» G0 VIMvCenter 1

Figure 45 Migrate VM networking

6.4.2 Migrate the second uplink port to DvSwitch

Selectvirtual machines or network adapters to migrate to the distributed switch

HostVirtual Machine/Network Adapter 1 a MIC Count Source Port Group

Assign VMs or netwark adapters to a destination port group to migrate them. Press and hold down the CTRL key, and then click the

Destination Port Group

Click on Actions - Add and Manage Hosts - Manage Host Networking and again select
all three hosts from the attached hosts. Unselect Manage VMKernel adapters and click Next.
For each host, select the management port uplink that is part of vSwitch0O to Uplink1 of

DvSwitch.

Manage physical network adapters
Add or remove physical network adapters to this distributed switch.

Assign uplink 3¢ Unassign adapter w™ Resetchanges @ \iew setings
Host/Physical Metwark Adapters 1 & In Use by Switch Uplink
+ [§ 17216114102
~ Onthis switch
wvmnic2 (Assigned) wSwitchO Uplink 1
vmnic3 Management Uplink 2

Figure 46 Manage physical network adapters

Uplink Port Group

Management-DVUplink. ..

Management-DVLIplink...

Confirm there is no impact due to this configuration change and click Finish to complete host

Management Networking configuration.
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6.4.2.1

32

(== Management | Actions - =

Getting Started  Summary  Monitor | Manage | Related Objects

[Seuings | Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Pors | Resource Allocaton

A

2 e 0O [ (overview) [~ ]® Q. ¢
Properties
Topology (& mgmt Dvswitch PG 0 o " | [+ wanagement-DVUplinks-50 [ )
LACP VLAN ID: - v Uplink 1 (3 NIC Adapters)
T ¥ Vikernel Ports (3) T vmnic2 172.16.114.102 e
vmk0 - 172.16.114.103 [ ] T+ vmnic2 172.16.114.104 [ ]
NetFlow vmk0 : 172.16.114.102 o O~ vmnic2 172.16.114.103 o
Port mirroring vmkl : 172.16.114.104 i ] v B Uplink 2 (3 NIC Adapters)
Health check ¥ Virtual Machines (5) CJH  vmnic2 172.16.114.102 [ ]
VIM EPSC FOHD CJH  vmnic2 172.16.114.104 5]
Compute EPSC PO CH  vmnic3 172.16.114.103 [ ]
NSX Manager FOHC —
Compute vCenter FOHD
VIM vCenter FOH>

Figure 47 Host Management Networking configuration

Management DvSwitch for Compute vCenter

Repeat the previous four steps in the Compute vCenter with hosts from both Compute and
Edge cluster in a single Management DvSwitch. Assuming this is a green field deployment,
Compute vCenter will not have any VMs to migrate, so migrate only the uplink ports one by
one.

a4

Dell EMC + VMware Cloud Infrastructure Platform for NFV

Management | Actions - =T
Getting Started  Summary  Monitor | Manage | Related Objects
[Seﬂings | Alarm Definitions | Tags | Permissions | MNetwork Protocol Profiles | Ports | Resource Allocation l
20 a0 | (oveniew) [-]& Q¢
Properties
Topology (& Mgmt DvSwitch PG 0 % " | (* WanagementDVUplinks-21 ;)
LACP WLAM ID: — Uplink 1 (0 MIC Adapters)
Private VLAN ¥ VMkernel Ports (8) v Uplink 2 (8 NIC Adapters)
vmkD: 172.16.114.112 o TH  vmnic3 172.16.114.112 (]
NetFlow ymk0: 172.16.114.105 [ ] - vmnic3 172.16.114.105 (i ]
Port mirroring vmkd:172.16.114.108 Q—D | = vmnic3 472.16.114.111 0
Health check vmkQ: 17216.114.111 i - vmnic3 172.16.114.108 o
vmk0 :172.16.114.110 o [ vmnic3 172.16.114.110 3]
vmk0 : 172.16.114.107 i | TJH  vmnic3 172.16.114.108 5]
vmk0 : 172.16.114.108 [ I O+ vmnic3 172.16.114.107 (i)
vmk0 : 172.16.114.109 [ T = vmnic2 172.16.114.100 5]
Virtual Machines (0) T

Figure 48 Management DvSwitch
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&l

= Mgmt DvSwitch PG
VLAN ID: —

¥ ViMkernel Ports (8)
vmkl - 17216114112
vmk0 : 172.16.114.105
wymk0 : 172.16.114.108
vmkD - 17216114 111
wymk0 - 172.16.114.110
vmkD - 17216114107
vmk0 : 172.16.114.108
vmkD - 172.16.114.108
Virtual Machines (0}

¥ Management-DVplinks-21

J Uplink 1 (8 MIC Adapters)
vmnic2 172.16.114. 112
vmnic2 172.16.114.105
vmnicZ 172.16.114.111
vmnic2 172.16.114.108
vmnicZ 172.16.114.110
vmnic2 172.16.114.106
vmnicZ 172.16.114.107
vmnic2 172.16.114.109

L J Uplink 2 (8 MIC Adapters)
vmnic3 17216, 114,112
vmnic3 172.16.114.105
vmnic3 172.16.114.111
vmnic3 172.16.114.108
vmnic3 172.16.114.110
vmnic3 172.16.114.106
vmnic3 172.16.114.107
vmnic3 172.16.114.109

QQQQ?Q@Q
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-
.
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Figure 49 Management DvSwitch

6.4.3 Infrastructure Networking

In VMware vCloud, infrastructure network provisioning involves allocating network resources
for VSAN, vMotion and Replication. All three infrastructure components will share the same
set of uplink ports.

6.43.1 Create a DvSwitch
Under networking tab, create a distributed switch by assigning Name, choose the total
number of uplink ports to be 2 and unselect “Create a default port group”.

£ New Distributed Switch @ »

+ 1 Mame and location Ready o compiete
Review your settings selections before finishing the wizard
" 2 Selectversion

+~" 3 Editsettings

Name: Compute Infrastructure
Mumber of uplinks 2
Metwork 1/O Control Enabled

Suggested next actions
2, New Distributed Port Group
ﬂ?g Add and Manage Hosts

8 These actions will be available in the Actions menu of the new distriouted switch

Figure 50 DvSwitch configuration

Select the newly created DvSwitch and select Actions =2 Settings 2 Edit Settings 2>
Advanced to change the MTU and discovery protocol.
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2 Compute Infrastructure - Edit Settings (%)

S MTU (Bytes: 9000 |5

Advanced ] .

D Multicast filtering mode | Basic B3
Discovery protocol
Type | Link Layer Discovery Protocal | v ‘
Operation: | Both | L |

Figure 51 MTU and Discovery protocol

6.4.3.2  Add the necessary infrastructure port groups
As per the Vlans configured in the Leaf switch, associate the infrastructure port-groups with
the respective Vlans.

%2 Mew Distributed Port Group

Ready to complete
Review the changes before proceeding.

" 1 Selectname and location

' 2 Configure setlings

3 Ready o complete Distributed port aroup name; Compute VSAN PG

Port binding: Static binding
Mumber of ports: a

Port allocation: Elastic
Metwork resource poaol: (default)
WLAM 1D: 1000

Figure 52 Compute VSAN PG port-group

“2 New Distributed Port Group

¥Y 1 selectname and locafion Readyto complete

Feview the changes before proceeding.
w2 Configure setlings

3 Readyto complete Distributed port group name: Compute vMotionP G

FPart binding: Static binding
Mumber of ports: 8

Port allocation: Elastic
Metwark resource pool: (default)
WLAN 1D 1001

Figure 53 Compute vMotionPG port-group
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% New Distributed Port Group

99 1 Selectname and location Readyto complete

Feview the changes before proceeding.
"' 2 Configure setfings

3 Readyto complete Distributed port group name: Compute Replication PG

Part binding: Static binding
Mumber of ports: a

Port allocation: Elastic
Metwark resource pool: (default)
WLAM 1D: 1002

Figure 54 Compute Replication PG port-group

6.4.3.3  Configure LACP in the uplink ports
Under Compute Infrastructure DvSwitch = Manage = Settings = LACP create a new
Link aggregation group by the name e.g. lacpl, change the mode from Passive to Active and
click OK. Changing to a different load-balancing mode for the LACP LAG is optional, in the
example below it is left as the default.

Mew Link Aggregation Group (7)
MName: |Iacp‘1 |

rMumber of ports: 2 %|

Mods: [ Active |~ ]

Load balancing mode: | Source and destination IP address, TCR/UDP port and YLAN | - |

Port policies

You can apply VLAM and MetFlow palicies on individual LAGS within the same uplink port group.
Unless overridden, the policies defined at uplink part group level will be applied.

VLAMN type: Onverride LAN trunking =

WLAM trunk range:

MetFlow: Onverride

[ OK ] [ Cancel

Figure 55 Create a new link aggregation group
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[Seuings | Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Ports | Resource Allocation

“ LACP
Topology The enhanced LACP support on a vSphere distributed switch lets you connect ESXi hosts to physical switches by (2)
Properties using dynamic link aggregation.
LACP Migrating network traffic to LAGs
Private VLAN + (Qrter +
NetFlow LAG Name  Numberof P..  Mode VLAN
Port mirroring lacp1 2 Active Inherited from uplink port group

Health check

Figure 56 LACP settings

6.4.34  Add host uplink ports to DvSwitch
Click on Actions = Add and Manage Hosts. Select all the hosts in the given cluster.

Select new hosts (x)

@ Incompatible Hosts | @ Filter -]

Haost Host State Cluster

M g 172.16.114.105 Connected EJ compute

M [g 172.16.114.106 Connected EJ compute

M @ 17216114107 Connected B compute

[ 172.16.114.108 Connected EJ compute

] @ 172.16.114.109 Connected B Edage

O] g 172.16.114.110 Connected EJ Edage

@ 1721811411 Connected EJ Edge

O] @ 17216114112 Connected E) Edge

s I:Q Find vjl 8 items
OK Cancel

Figure 57  Add host uplink ports to DvSwitch

In each host, select the two 10G uplink ports allocated for Infrastructure as uplink ports to be
part of LACP channel members.
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[[3> Add and Manage Hosts (3)

" 1 Selecttask Manage physical network adapters

Add or remove physical network adapters to this distriouted switch.
w2 Selecthosts

" 3 Selectnetwork adaptertasks W Reset changes

g . Manage physical network § . i :
adapters Host/Physical Network Adapters L a In Use by Switch Uplink Uplink Port Group

Manage ViMkemel network - 172.16.114.105 .
d
aER ~ Onthis switch

6 Analyze im

o Analyze i vmnic4 (Assigned) — lag1-0 Compute Infrastr-DvUplin...

T Rea wmnics (Assigned) - lag1-1 Compute Infrastr-DVUplin...

- On other switches/unclaimed
vmnicQ - - -
vmnict - - -
vmnic2 Management - -
vmnic3 Management - -
vmnice - - -
vmnic? - _ _

Figure 58 Manage physical network adapters

6.4.3.5 Add VMKernel adapter for each of the services
VSAN/vMotion/Replication each requires their own VMKernel adapters. Click on New
Adapter in each host and configure three VMkernel Adapters for each of the hosts in the
DvSwitch.

@ 172.16.114.105 - Add Networking

+ 1 Selecttarget device Ready to complete
Review your settings selections before finishing the wizard
2 Connection setfings

~  2a Portproperties Distributed port group: Compute VSAN PG
v 2b IPvd settings Distributed switch: Compute Infrastructure
o TCPIP stack: Default
viotion traffic: Disabled
Provisioning traffic. Disabled
Fault Tolerance logging Disabled
Management traffic: Disabled
vSphere Replication traffic: Disabled
vSphere Replication NFC traffic: Disabled
Virtual SAN traffic: Enabled
IPv4 settings
IPv4 address: 172.17.0.105 (static)
Subnet mask: 255.255.265.0

Figure 59 Compute VSAN PG port-group

E] 172.16.114.105 - Add Networking
+ 1 Selectiargetdevice Ready to complete
Review your settings selections before finishing the wizard.
2 Connection setings
+  2a Portproperties Distrisuted port group Compute vMation PG
~  2b IPv4 settings Distributed switch: Compute Infrastructure
WY 3 Readyio complete TCPIP stack: Default
vMation traffic: Enabled
Provisioning traffic: Enabled
Fault Tolerance logging: Enabled
Management traffic Disabled
vSphere Replication traffic: Disabled
vSphere Replication NFC traffic. Disabled
Virtual SAN traffic: Disabled
IPv4 settings
|Pv4 address 172.17.1.105 (static)
Subnet mask: 255.255.255.0

Figure 60 Compute vMotion PG port-group
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@ 172.16.114.106 - Add Networking
+ 1 Selectfargetdevice Readyto completz
Review your setings selections before finishing the wizard.
2 Connecfion seflings
v~ 2a Portproperties Distributed port group Compute Replication PG
+  2b IPv4 settings Distributed switch Compute Infrastructure
BY" 3 Readyio compleie TCPIP stack: Default
vMation traffic: Disabled
Provisioning traffic. Disabled
Fault Tolerance logging: Disabled
Management traffic: Disabled
vSphere Replication traffic: Enabled
v3Sphere Replication NFC traffic. Enabled
Virtual SAN traffic: Disabled
IPv4 settings
IPv4 address 172.17.2.106 (static)
Subnet mask: 255.255.255.0

Figure 61 Compute Replication PG port-group

Manage ViMkemel network adapters
Manage and assign “WMkernel network adapters to the distributed switch.

& Assign port group 4 Editadapter 3¢ Remowe wMResetchanges @@ View settings
Host/\VMieme| Network Adapters 14 In Use by Switch Source Port Group Destination Port Group
v 172.16.114.108 .
~ On this switch
wmk1 (new) Compute Infrastructure - Compute VSAN PG
wmk2 (new) Compute Infrastructure - Compute vMaotion PG
wvmk3 (new) Compute Infrastructure = Compute Replication PG

~ Onother switches

wm kO Management Mgmt DvSwitch PG Do not migrate

Figure 62 Assign VMkernel network adapters
Verify the configuration is correct and click Finish.

[ Add and Manage Hosts {7)

"3 1 Selectiask Ready to complete

Review your seftings selections before finishing the wizard.
+ 2 Selecthosts

+/ 3 Selectnetwork adapter tasks
Humber of managed hosts
v o4 :‘::sgﬁs""“m'“em"‘ Hosts to 2dd: 4
v 5 Manage VMkemel network Number of network adapters for update
S Physical network adapters 8
+ 6 Analyze impact Mew VMkernel network adapters: 12

84 7 Readyocomplels ]
Figure 63 Ready to complete

6.4.3.6  Associate port group to VLAN and LACP uplink ports as active ports
Once the LAG creation is successful, the created port group needs to be associated with
LACP uplinks. The example shown here is a Greenfield implementation so when we click
DvSwitch 2 Manage - LACP 2 Migrating network traffic to LAGs. On this page, we
move to step 3.
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Migrating Network Traffic to Link Aggregation Groups

or port group.

Follow the suggested steps to migrate network traffic to a LAG without losing network
connectivity.

1. Set the LAG as a standby uplink on distributed port groups

the migration phase.

& Manage Distributed Port Groups...

2. Reassign physical network adapters of the hosts to the LAG ports

IE}' Add and Manage Hosts. ..

3. Setthe LAG to be the only active uplink on the distributed port groups
Set all other uplinks and LAGSs as unused.

& Manage Distributed Port Groups...

Mewly-created LAGS are unused by default in the teaming and failover order of distributed port
groups, because only one LAG must be the active uplink backing the traffic for a distributed port

The combination of active standalone uplinks and a standby LAG should be used only during

Figure 64 Migrating Network Traffic to LAGs

Choose to configure teaming and failover checkboxes.

v
v

v

&5 Compute Infrastructure - Manage Distributed Port Groups ()
+ 1 Selectport group policies Select port groups
Select the port groups on this distributed switch that you want to edit.
SACERRIRSPERCEE % Selectdistributed port groups... |
2 TR N e Mame Status Paort Binding Whis i
4 Readyto complete &, Compute VSAN PG @ Normal Static binding
& Compute vMotion PG @ Normal Static binding
& Compute Replication PG & Mormal Static binding
Figure 65 Configure teaming and failover
Change LACP to Active and Uplink ports to Unused, Click Next and Finish
& VSAN-DEMO - Manage Distributed Port Groups () »
1 Select port group policies Teaming and failover
Controls load balancing, network failure detection, switches notification, failback, and uplink failover order.
2 Select port groups
3 Configure policies . ; .
Load balancing: | Route based on IP hash | = | i ]
3a VLAN ) .
Network failure detection: | Link status only | v |
3b Teaming and failover i .
Motify switches: | ves | - |
4 Ready to complete - ’
Failback: | ves | -]
Failover order
¢
Active uplinks
[ 1acp1
Standby uplinks
Unused uplinks
Uplink 1
Uplink 2
Figure 66 Configure teaming and failover
Dell EMC + VMware Cloud Infrastructure Platform for NFV DELLEMC
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6.4.4

40

WLAM (D 1002
¥ YMkernel Ports (4)

1% Compute Replication PG

VmE3 D 172.17.2.108

.,

.

Figure 67 Fully configured DvSwitch

VXLAN Data Networking

vmk3 17217 2105
vmk3 17217 2108
vmk3 : 172.17.2.107
Yirtual Machines (0}

n

1% Compute vMotion PG

WLAM (1D 1001

¥ ViMkernel Parts (4)

wmk2 :172.17.1.106
wmk2 :172.17.1.108
VM2 D 172.17.1.105
VmkZ D 172171107

YWirtual Machines (0)

e

== Compute VSAN PG

WLAMN 1D 1000

¥ YMEiernel Ports (4)

wmk1:172.17.0.108
wmk1:172.17.0.106
wmk1:172.17.0.105
wvmk1:172.17.0.106

Yirtual Machines (0)

(O OO0 OO0 00

"

¥ Compute Infrastr-DVUplinks-..

Uplink 1 (0 MIC Adapters)
Uplink 2 (0 MIC Adapters)

v B2 lag1

lg 172 16,114 106
vmnicd lag1-0
vmnics lag1-1

IQ 17216.114.105
vmnicd lag1-0
vmnics lag1-1

IQ 17216114 107
vmnicd lag1-0
vmnics lag1-1

IQ 17216.114.108
vmnicd lag1-0
vmnics lag1-1

.

A fully configured DvSwitch will look like the screenshot shown below. This image shows the
Compute cluster, make sure to repeat this process in each cluster (Edge and VIM).

Configuring VXLAN data network is similar to Infrastructure networking except the VMkernel
adapters do not have to be created. During the NSX host preparation phase, VMKernel ports
are associated with the host automatically. Create DvSwitches for Compute and Edge
clusters.
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r‘||I' Compute ViLAN-DVUplinks-43 ﬂw

Llplink 1 (0 NIC Adapters)
Lplink 2 (0 MIC Adapters)

v B lag1
lg 17216114106
= vmnicG lag1-0
— vmnicy lag1-1
lg 172.16.114.108
— vmnicE lag1-0
— vmnicy lag1-1
l@ 17216114107
vmnict lag1-0
= ymnicy lag1-1
lg 172.16.114.105
= vmnicG lag1-0
= vmnicy 1lag1-1

e e eo eo ©

010 D? o Y o I o

o
.

Figure 68 VxLAN Data Networking

6.5 Enable VSAN

Virtual SAN is a hypervisor-converged, software-defined storage solution for the software-
defined data center (SDDC). It is the first policy-driven storage product designed for VMware
vSphere environments that simplifies and streamlines storage provisioning and management.

6.5.1 Enable VSAN in cluster
The second step after completing VSAN networking is to turn on VSAN on the cluster. Under
Hosts and cluster = Select the cluster = Manage = General under Virtual SAN. Make
sure to select Manual mode of claiming the disk storage.
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% Compute - Edit Virtual SAN Settings ©

W] Turn OM Virtual SAM

Add disks to storage | Manual | v |

Requires manual claiming of any new disks an the included
hosts to the shared storage.

[ oK ][ Cancel

Figure 69 Add disks to storage

6.5.2 Assign VSAN license key to cluster

Under Hosts and cluster = Manage = Virtual SAN Licensing, click Assign License key
to assign a License key to the cluster. The number of CPUs used is based on the number of
CPU cores present in the given cluster.

[J Compute - Assign License Key

| Assign an exsting license key | - |

License Key Product Usage Capacity Label Expires

@) ﬁ (Mo License Key) Evaluation Mode 4 Unlimited 2112016

= £ e itualSAN 55 8CPUs  16CPUs  VSAN 11212016

License Key: 6400M-T7LDO-K8UT1-03CKM-2H72J

Product: Wirtual SAN 5.5
Capacity / Available 16 CPUs /8 CPUs
Expires: 11/2/2016

Label: WSAN

OK Cancel

Figure 70  Assign License Key

6.5.3 Claim the hard disks for VSAN
After assigning the license key, go to Disk management, click Create Disk Group and
select the SSD HD drives from each host and click OK. To complete the process, repeat
these steps on each host in each cluster that has eligible hard disks.
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% 172.16.105.12 - Create Disk Group

First, select a single S50 disk to serve as a write cache and read buffer.

Mame

=) O Local ATA Disk (naa.5ocd2e404c044c17)

Then, selectone or many disks to serve as data disks.

Name

[+ o Local DELL Disk (naa.644a84202ec97f001cf7 ...

Figure 71  Create Disk Group

6.6 Install NSX

Drive Type
88D

Drive Type

Maon-35D

Capacity

186.31 GB

Capacity

558.38 GB

Transport Type

Parallel SCSI

Transport Type

Parallel 3C3I

litems [~

1items [~

0K

| [ cancel |

With NSX, virtualization delivers for networking what it has already delivered for compute and

storage. There are three major components that need to be installed in a vSphere

environment to make NSX fully operational. These components are NSX manager, NSX
controllers and NSX edge gateway services. For additional installation help, refer to the
following: http://pubs.vmware.com/NSX-

62/topic/com.vmware.|lCbase/PDF/nsx 62 install.pdf.

6.6.1 Deploy NSX manager

Even though NSX has various components and multiple steps are required to complete the
installation, similar to vCenter appliance, all the NSX components can be deployed from the
NSX manager virtual appliance. This makes the installation process simple and
straightforward. Locate the host machine on which to install NSX manager and select the

Deploy OVF template. Locate the NSX manager appliance OVA file and click Next, select

the check box Accept extra configuration options and click Next.
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Deploy OVF Template (2 »

1 Source Review details

Verify the OWF template details
~  1a Selectsource

b 1b Review details

A\ The OVF package containg extra configuration options, which poses a potential security risk. Review the extra configuration

1c Accept EULAs options below and acceptto continue the deployment.
2 Destination [] Accept extra configuration options
2a Select name and folder
Product NSX Manager
2b Select storage
Version 6.2.0-2088609
2c Setup networks
Vendor Wiware, Inc.
2d Customnize template
Publisher @ VMware, Inc. (Trusted certificate)
3 Ready to complete
Download size 25GB
Size on disk 3.3 GB {thin provisioned)

60.0 GB (thick provisioned)

Description MSX Manager is the centralized network management component of VMware NSX for vSphere. YMware *
MEX is the network virtualization platform that delivers the operational model of a WM for the network to

vshigldvmtype = Manager
vshieldymversion = 6.2.0
vshieldvmbuild = 2986609
keyboard.typematicMinDelay = 2000000

Extra configuration

Back Next Cancel

Figure 72 OVF template details

Follow the installation instructions and in the Setup Networks step ensure NSX manager is
deployed in the same port group that contains the vCenter appliance.

Deploy OVF Template (Z)

1 Source Setup networks
Configure the networks the deployed termplate should use
~  1a Select source

~  1b Review details Source Destinstion Configuration

(v 1c Accept EULAs WM Metwork | - v

2 Destination VM Metwork

+/  2a Selectname and folder VSAN VIM PG

~'  2b Selectstorage
i Ml cHipnciors IF protocal:  IPv4 IPallocation:  Static - Manual €
2d Customnize template

3 Ready to complete
Source: VSMgmt - Description

This netwark provides connectivity to this virtual machine.

Figure 73  Setup Networks

Configure the admin user password and CLI privilege mode password of your choice
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© Al properties have valid values Show next... Collapse all...

-

User mustvisit Web Ul or
» CLI of MSX Manager to 2 zsettings
confirm the configuration.

CLI"admin™ User Password The password for default CLI user for this VM.

Enter passward

ek |

Confirm passwaord

FEEEEEE |

CLI Privilege Mode The passwaord for CLI privilege mode faor this VM.
Passwaord

Enter passwaord

s |

Confirm password

TEAEERE |

Figure 74 Configure username and password

Click Show Next to configure the Host name, management IP address, mask and gateway.
Make sure to enable SSH service at the bottom as well.

Metwork properties (When
DNS, IP address, etc are |eft
~ blank, these properties will T seftings
be supplied by DHCF server
(LESS SECURE))

Hostname The hastname for this VM.
|NSX Manager |

Metwark 1 1Pv4 Address The IPv4 Address for this interface.
|1?2.15.105.21 |

Metwark 1 Metmask The netmask for this interface.
|255.255.255.u |

Default IPv4 Gateway The default gateway for this VM.
|1?2.15.1u5.1 |

Figure 75 Network Properties

Verify all configurations are correct, then select Turn on VM to deploy.

6.6.2 Register NSX manager with vCenter
Open NSX manager by entering the NSX manager IP in a browser and use the login
credentials that were configured during the NSX manager deployment. Select Manage
vCenter Registration.
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NSX Manager Virtual Appliance Management

Wiew Summary Ep Download Tech Support Log
V& m Appli Setti S° backup & Rest

. Vanage Appliance Settings ackup estore
a Manage vCenter Registration m Upgrade

Figure 76 NSX Manager

Click vCenter server Edit button and provide the vCenter server IP, username and password,
Click Yes when you are prompted to trust the certificate.

vCenter Server »

Connecting to a vCenter server enables NSX Management Service to display the Yiviware
Infrastructure inventory. HTTPS port (443) needs to be opened for communication between NSX
Management Service, ESX and VC. For a full list of ports required, see section "Client and User
Access' of Chapter 'Preparing for Installation” in the 'NSX Installation and Upgrade Guide”.

Ifyoaur vCenter server is hosted by a vCenter Server Appliance, please ensure that appropriate
CPU and memory reservation is given to this appliance Y. After successful configuration of
vCenter an NSX Manager, you need to log out of any active client sessions on vSphere Web
Client and log back in to enable N3X user interface components.

vCenter Server: 172.16.105.20
vCenter User Name: administrator@vsphere local
Password: sereens|

|| Maodify plugin script download location

| OK | | Cancel |

Figure 77 vCenter Server

Logout and Login to the VMware vSphere web client. A new Icon is shown (Figure 78)
confirming the NSX registration is successful.

J. Home |
Inventories
> °
? @ 2 = ¢ 8 o =
vCenter Hosts and WMs and Storage Metwarking Hybrid Cloud vCenter Metwarking &
Clusters Templates Orchestrator Security
Figure 78 VMware vSphere web client
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6.6.3

a7

Deploy NSX controllers

To deploy the NSX controllers navigate to Home = Networking & Security = Installation
and select the Management tab. Click on (+) sign under NSX controller nodes. Fill out all the

details in the Add Controller dialog box.

Note: Decide on a pool of 10 IP addresses to assign NSX controllers

r

Add Static IP Pool

Mame: # | Controllers

Gateway: # [ 172161051
A gateway can be any IPvd or IPvG address.
Prefix Length: @ |24

Primary DMNS:
Secondary DMNS:
DMNE Suffix

StaticIP Pool: = |172.16.105.31-172.16.105.40

for example 192, 168.1.2-192 168.1.100 or
abcd: 8787 10-abcd: 878720

[ OK ][ Cancel

Figure 79 NSX controller IP address pool

OK l[ Cancel

Add Controller (7}
NSX Manager: # [ 172.16.105.21 B3
Datacenter. % | NWC EPC Demo DC B3
Cluster/Resource Pool: =~| VIM B3
Datastore: :-.| datastore_10 | - |
Host: | 172.16.105.10 B2
Folder | Discovered virtual machi... | v |
Connected To: # | VM Metwark Change Remaove
IP Pool: # Controllers
Password: I peeeTss——

Confirm passward: s | wermmmseaneans

Figure 80 Add Controller
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NSX Controller nodes

+ (@
Controller IP Address L} Status Software Version MSX Manager
172.16.105.31 controller-1 2" Deploying £.2.44730 =i 172.16.105.21

Figure 81 NSX Controller Nodes

Once the first controller is deployed, continue this process two more times to deploy three NSX
controllers.

NSX Controller nodes

& x [F] {H hActions [
Controller IP Address |} Status Software Version M5X Manager
172.16.105.33 controller-3 +" Mormal 6.2.44780 %’.: 172.16.105.21
172.16.105.32 controller-2 " Mormal 6.2.44780 tﬁ’.: 172.16.108.21
172.16.105.31 controller-1 " MNormal 6.2.44780 tﬁ..: 172.16.108.21

Figure 82 Three NSX controllers

Note: Sometimes the deployment may fail, simply retry the process and it will succeed.

6.6.4 Exclude VMs from Firewall

It is recommended that the vCenter VM be excluded from the firewall protection. To do this,

navigate from Home 2 Networking & Security 2 NSX Managers = Manage = Exclusion

list. Click on the (+) symbol and add the vCenter VM in exclusion list.

Virtual Machine selector (7)
| Select from the available objects list on the left and move itto the selected objects list by double clicking the object or |
Lsing the arrow key.
| | Q Filter | Q, Filter - | |
| Available Ohjects Selected Objects |
| + [ vCenter_5.5
| . I
| . I
1 items 1 items
| OK l [ Cancel l |
Figure 83 Exclude vCenter VM from firewall protection
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6.6.5 Install NSX Kernel Modules

The host preparation process installs NSX kernel modules in the ESXi hosts that are members of vCenter
clusters and builds NSX control plane and management-plane fabric. To start this process, navigate to
Home = Networking & Security = Installations = Host Preparation = Actions and select Install for

all the necessary clusters.

NSX Component Installation on Hosts

{2 Actions

Install Installation Status Firewsll VXLAN
> fhcompute v 620 + Enabled Mot Configured
> dhvin Mot Installed Mot Configured Mot Configured

Figure 84 NSX Kernel Modules

6.6.6 Configure VXLAN
Determine the Vlan and Pool of IP address for VXLAN VTEPs. Navigate to Home 2>
Networking & Security = Installations = Host Preparation. Under VXLAN column select
Configure VXLAN. Create a pool similar to the NSX controller for VTEPs and assign the pool

here.

Compute - Configure VXLAN Networking (Z) M
Switch: + | Compute VXLAN v
WLAN: |0
MTL: #9000

WMKNic IP Addressing. = () Use DHCP
(+) Use IP Poal | VKLANVTEP | = |

VMKNic Teaming Palicy: % | Enhanced LACP B3

VTEP: %1

OK ][ Cancel ]

Figure 85 Configure VXLAN Networking
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50

1l Host Preparalion | Logical Hetwork Preparation | Serace Deplogimvnts

r | AT2IE1I418 | ¥

[VELAN Tramsport | Segment (D

¥ fEage Edge VLAl o 2000 P Pocl Ennanced LACP
lj 17216 114111
B
Bz

B 17218114010 v Reagy

Figure 86 VXLAN IP addresses

Assign segment ID

The Segment ID determines the total number of logical switches that can be created in a
given port group. NSX limits this number to 10,000 per port group and in most cases 1000
segments is enough. To configure this, navigate to Home = Networking & Security =
Installations = Logical Network Preparation = Segment ID and click Edit.

Edit Segment IDs and Multicast Address Allocation 7)

Provide a Segment ID pool and Multicast range unigue to this MSX Manager.
Segment ID pool: = | BO00-6000
(frn the range of 3000-167772135)

[ ] Enable Multicast addressing

Multicast addresses are required only for Hybrid and Multicast control plane modes.

Figure 87 Segment IDs

Add a Transport Zone

The Transport zone controls which hosts can be reached by a logical switch. Transport zones
can reach across clusters. DLR and ESG can route within a logical switch in a single
transport zone only. This should be kept in mind when transport zones are designed. In this
setup, the transport zone is spanned across both Compute and VIM.
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| = MWew Transport Zone () »e

1 Mame: WxLAM Transport Zone
i

Description:

Replication mode: () Multicast

Multicast on Physical network used for VXLAN control plane.
(=) Unicast
VXL AN control plane handled by NEX Controller Cluster.
() Hybrid
Cptimized Unicast mode. Offfoads local traffic replication to physical network

Select clusters that will be part ofthe Transport Zone

Marme NSX wSwitch Status
(v [P compute = WxLAM DataSwitch @& Mormal
[ Ep vim == WELAM DataSwitch & Mormal

| ok || cancel ]

Figure 88 VXLAN Transport Zone

6.6.9 Create logical switch
The logical switch reproduces switching functionality in a virtual environment completely
decoupled from the underlying hardware. When two logical switches are part of two different
logical networks, a distributed logical router is needed to communicate between the logical
networks. To demonstrate logical switch functionality create two VMs with a single NIC in

each one of them.

vr\-T'.".'C EPC Demo DC | Top Level Objects | Hosts |Vfr1ua|' Machines | VADDS | Datastores | Datastore Clusters | Metworks | Disfributed Switches ‘

1721810512 W & o | G Actons - B [« Fiter -
B‘ITZ‘IE.‘IDS.‘IE Name 1 a Stste Status Frovisioned Space Used Space Host CPU Host Mem

[} 172.16.105.14 Gk WinClane Powered On @ Mormal 2411 GB 6.92 GB 0 MHz 1,849 MB
(1721610515 &, Windows PowersdOn @ Normal 2011 GB 604 GB 0 MHz 2,066 B
(5 winClone

3 Windows

Figure 89 Virtual Machines

Navigate to Home = Networking & Security = Logical Switches and select the (+) sign to
add a logical switch. Configure a name for the Logical switch and assign it to a transport
zone. Create and enable IP Discovery and MAC learning as needed.
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" New Logical Switch

Mame: # WWinMet

Description:

Transport Zone: = |VELAN Transport Zone

Replication mode: () Multicast

(=) Unicast

(O Hybrid

[v] Enable IP Discovery
[w] Enable MAC Learning

Change Remove

Multicast on Physical network used for VXLAN control plane.
VXLAN control plane handled by NSX Controller Cluster.

Optimized Unicast mode. Ofoads local traffic replication to physical network.

|| cancel

Figure 90 Create a new logical switch

NsXWanager:  172.16.105.21 [~)

+ 7 X B G = | Gecions -

Name 1a Status Transport Zone Scope Segment ID
E CloneNet & MNormal == VXLAN Transport Zone Global 5001
E WinNet @ Normal == VLAN Transport Zone Global 5000

Figure 91  Transport zone

| @ Filter
Tenznt
virtual wire tenant

virtual wire tenant

Click on Add Virtual machine to assign the logical network to respective VM NIC ports

"/ CloneNet - Add Virtual Machines

Ready to complete

" 1 Select Virtual Machines
Review your settings selections before finishing the wizard.

+" 2 SelectvNICs

3 Ready to complete

Name Network

Figure 92 Virtual machine configuration

52 Dell EMC + VMware Cloud Infrastructure Platform for NFV
VMware vCloud NFV 1.5 - NFVI Solution

WinClone & WinClone - Network adapter 1 (CloneNet)

(Q Fitter -
Host

@ 172.16.105.15

DeLLEMC



6.6.10

53

Once the VM to logical switch assignment is complete, the distributed vSwitch port-group will
look as follows.

2, vow-dvs-53vitualwire-1.. @) (% ¥ \xLAN DataSwitch-DVUplink.. @
VLAM 1D 2004 — Uplink 1 (0 MIC Adapters)
= irtual Machines (1) Liplink 2 (0 NIC Adapters)
2 vw-dvs-53vinualwire2.. @) |% E e B 1ag1 ﬂ,
WLAM 1D 3001 ]
k= irtual Machines (1)
r& ww-vmknicPg-dvs-53-3.. @) |%
WLAM ID: 3001 |
= MEkernel Ports (6)
Yirtual Machines (0}

Figure 93  vSwitch port-group

Deploy and configure Distributed Logical Router
A Distributed Logical Router (DLR) is a virtual appliance that is deployed though the NSX
manager that contains the routing control plane. DLR control plane function relies on NSX
controller cluster to push routing updates to kernel modules. To deploy a DLR, navigate to
Home = Networking & Security = NSX Edges and select (+).
New NSX Edge Z) »
w2 Settings — )
Install Type: () Edge Senices Gateway
3 Configure deployment
4 Configure interfaces
5 Default gateway settings (=) Logical (Distributed) Router
6 Ready to complete
Mame: =|DLR
Hostname: DLR
Description:
Tenant:
[/] Deploy Edge Appliance
[] Enable High Availability
Figure 94 Create Distributed logical routers
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Fill out the password for the DLR (Hint: Configure same password as NSX controllers for
easy management).

New NSX Edge (7) »
W4 1 Name and description Settings
Y 7 Settings
) CLI credentials will be set on the MSX Edge appliance(s). These credentials
+" 3 Configure deployment
0 ploy can be used to login to the read only command line interface of the appliance.
4 Configure interfaces
User Name: # | admin
5 Default gateway settings
F'EISSWDFEI = RARRRERERRRARRE
6 Ready to complete
CDI’Iﬂl'm passwnrd o s
[#] Enable $5H access
Edge Control Level Logging | EMERGEMNCY | hd |
Figure 95 Distributed logical router settings
Select the Cluster/Host in which the DLR needs to be deployed.
New NSX Edge (Z) M
+ 1 Name and description Configure deployment
W 2 Settings )
Datacenter.  #| MWC EPC DemoDC | v |
4 3 Configure deployment - ’
4 Configure interfaces NSX Edge Appliances
5 Default gateway settings f x
) Resource Pool Host Diatastore Folder
6 Ready to complete
WM 172.16.105.10 datastore_10 Discoverad virtu...

Specifying a resource pool and datastore is mandatory for configuring the NSX
Edge appliance. Appliance configuration is mandatory if you want to deploy NSX
Edge Appliance.

Figure 96 Configure deployment

Select the port group through which the DLR can be reached, and configure the connected
interface of the DLR. The connected interface IP is the gateway IP of the VMs in the given
logical switch.
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New NSX Edge

6.6.11

6.6.11.1

+ 1 Name and description Configure interfaces

W' 2 Settings
HA Interface Configuration

" 3 Configure deployment

4 Configure interfaces

5 Default gateway settings

Connected Ta: Select

Configure interfaces of this NSX Edge

6 Ready to complete =
Mame IP Address e
Length
Winhet 192.168.1.250* 24 Winhet
CloneMet 192.168.2.250% 24 CloneMet

Figure 97 Configure interfaces

7]

o]
=
=]
@

This completes the DLR deploy and configuration process and VMs across logical switches

will be able to communicate between them.

Deploy Edge services gateway

To deploy an Edge Services Gateway, we need to satisfy certain prerequisites that include
creating a logical switch to connect DLR with ESG, creating a virtual distributed switch in
hosts for non-VXLAN traffic to communicate with outside world and deploying the actual ESG

appliance.

Create a logical switch

A logical switch needs to be created to establish connectivity between the DLR uplink and the

ESG internal link.

Replication mode: () Multicast
Muiticast on Physical network used for VXLAN control plane.
(=) Unicast
VXLAN control plane handled by NSX Controller Cluster.
() Hybrid
Optimized Unicast mode. Offoads local traffic replication to physical network.
[w] Enable IP Discovery
[] Enable MAC Learning

T Edit (7} 1
Mame: # |DLR-ESG Metwork
Description: 192 168.100.0/24

0K ][ Cancel

55

Figure 98 Create logical switch
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6.6.11.3
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Create a distributed switch

On the VIM cluster hosts, we need to create a vSphere distributed switch to enable the ESG
appliance to communicate to the outside world. Follow the previous distributed switch
creation example and create a new one with uplinks from the VIM cluster as shown in the

diagram.

Actions -

b Getting Started

Summary  Monitor | Manage | Related Objects

il
|4

|Selﬁngs |Alam1 Definiions |Tags | Permissions | Network Protocol Profiles | Ports | Resource Allocafion |

" Iﬁa @ 0
Topology
Properties Edge gateway PG (i)
LACP VLAM D —
Private VLAN ¥ VMkernel Ports (2)
ymk3 : 172.16.106.10 5]
NetFlow vmk3 : 172.16.106.11 (3]

Port mirroring

Wirtual Machines (0)

Health check

Figure 99

Create uplink port in DLR

LI

[ (@etaultiter)

e g e

v

ESG DSwitch-DVUplinks-72

Uplink 1 (0 NIC Adapters)

v

B 1ag1
& 172.16.105.11
vmnics lag1-0
& 172.16.105.10
vmnics lag1-0

e e e e

When initially created DLRs have two links to enable routing between the logical switch
networks only. In this step, we will create an uplink port to connect to ESG and configure
ESG IP as default gateway. Navigate to Home = Networking & Security 2 NSX Edges 2>
DLR - Manage - Settings = Interfaces and select the (+) sign.

Edit Logical Router Interface (7]
MName: % DLR ESGlink
Type: () Internal (=) Uplink
Connected To: DLR-ESG Netwark Change Remaove
Connectivity Status: (=) Connected () Disconnected
Configure Subnets:
* 7/ x Q, Filter
Primary |P Address Subnet Prefix Length
192.168.100.1 24
MTL: 1500
[ 0K ] [ Cancel ]

Figure 100 Edit logical router interface

Navigate to Routing = Global Configuration 2 Default Gateway and select the Edit
button to configure the default gateway.
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- .

Edit Default Gateway (?)
Interface: | DLR ESG link |~ | @
Gateway |P: #1892 168.100.250
MTU: +| 1500

Admin Distance: = 1

Description:

OK H Cancel

Figure 101 Edit the default gateway

6.6.11.4 Add an ESG

With the necessary configuration complete, we can deploy the ESG appliance. To deploy,

57

navigate to Home - Networking & Security > NSX Edges and select (+).

New NSX Edge @

23

W 1 Name and description Name and description

W 2 Settings
Install Type:  (») Edge Services Gateway
3 Configure deployment B
4 Configure interfaces

5 Default gateway settings (U Logical (Distributed) Router

6 Firewall and HA

7 Ready to complete Name: «[E561
Hostname:
Description:
Tenant:

/] Deploy NSX Edge

|:| Enable High Availability

Figure 102 Deploy ESG

Configure the SSH access password and click Next. Under the Configure Deployment
section, select the Compact Appliance size and place the appliance in the VIM cluster.
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New NSX Edge (Z) M

+~ 1 Name and description Configure deployment

2 Settings

Py —— Datacenter. = | MWC EPC Demo DC | » |

Appliance Size: (=) Compact

4 Configure interfaces

() Large
5 Default pateway settings () ¥-Large
6 Frewall and HA () Quad Large
7 Ready to complete NSX Edge Appliances
Resource Pool Host Datastore Folder
WIM A72.16.105.10 datastore_10 Discovered virtu...

Specifying a resource pool and datastore is mandatory for configuring the NSX
Edge appliance.

Figure 103 Configure deployment

Configure the internal and uplink interfaces for the ESG.

Add NSX Edge Interface (?)
NICH 0
MName: #|DLR ESG link
Type: (=) Internal () Uplink
Connected To: DLR-ESG Netwark Change Remaove
Connectivity Status:  (s) Connected (_) Disconnected
x (Q Filter
Primary IP Address Secondary |P Address Subnet Prefix Length
192.168.100.250 (%] 24 (%]

MAC Addresses:

You can specify a MAC address or leave it blank for auto generation. In case of HA,
two different MAC addresses are required.

MTL: 1500
Options: [] Enable Proxy ARP [/] Send ICMP Rediract
Reverse Path Filter [ Enabled |+ |

Fence Parameters:

Example: ethernet0 filter1 param1=1

oK || cancel

Figure 104 Add NSX interface - internal
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Add NSX Edge Interface

VNICH: 1
Mame: # | To DvSwitch
Type: () Internal (=) Uplink
Connected To: Edge gateway PG Change Remove
Connectivity Status:  («) Connected (_) Disconnected
x | a Filter
Primary |P Address Secondary IP Address Subnet Prefix Length
172.16.106.10 [x]

MAC Addresses:

You can specify a MAC address or leave it blank for auto generation. In case of HA,

two different MAC addresses are required.

MTU: 1500
Options: [\/] Enable Proxy ARP [W] Send ICMP Redirect
Reverse Path Filter [ Enabled | v |

Fence Parameters:

Example: ethernet0 filker1.parami=1

0K

l [ Cancel

Figure 105 Add NSX interface - uplink

Under the Default Gateway Settings, configure the uplink physical port gateway IP to reach

the outside world

New NSX Edge 2 »
+ 1 Name and description Default gateway settings
v 2 Settings
[+] Configure Default Gateway
+"' 3 Configure deployment
+ 4 Configure interfaces WhNIC: ,..| To DvSwitch | - |
R SciU=tent oview ey st Gateway IP: | 172.16.106.1
v 6 Frewall and HA MTU: 1500
7 Ready to complete
Figure 106 Default gateway settings
Make sure to enable Firewall with Default Traffic policy accept and click Next.
New NSX Edge |
= |
+ 1 Name and description Firewall and HA he
~ 2 Settings
V] Configure Firewall default policy
+ 3 Configure deployment
+ 4 Configure interfaces Default Traffic Policy *) Accept () Deny
+ 5 Default gateway settings Logging Enable (=) Disable
S P i e
Figure 107 Configure firewall policy
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Review the configured options and click Finish.

3

Automatic Rule Generation:  Enabled

MSX Edge Appliances

Back

New NSX Edge
+ 1 Name and description Ready to complete
w2 SRR Mame and description
+~ 3 Configure deployment Mame: ESG-1
~ 4 Configure interfaces Install Type: Edge Senices Gateway
+/ 5 Default gateway settings Tenant:
+ 6 Frewall and HA Size: Compact
HA: Disabled
¥4 7 Ready to complete

Host

172.16.105.10

Resource Pool
Wi
Interfaces
vMIC# Name IP Address
0 DLRESG link 192.168.100.25124
1 ToDvSwitch  172.16.106.10* 24

Figure 108 NSX configuration

Configure OSPF on DLR

The link between ESG and DLR is a router-to-router connection. For ESG to reach logical
networks connected to DLR, we need to enable a routing protocol to enable reachability. To
enable OSPF, navigate to Home = Networking & Security = NSX Edges = DLR 2>
Manage =>Routing = Global Configuration and assign a Router ID for Dynamic Routing

Configuration.

Edit Dynamic Routing Configuration (?)

Router ID: | DLR ESG link - 182... | - |

[_] Enable Logging
Log Level : T

OK ][ Cancel

Figure 109 Edit DLR configuration
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Navigate to OSPF section, Configure the Forwarding address same as the Uplink interface IP

and a unique unused IP address in the same subnet as the uplink interface.

OSPF Configuration

)

[v] Enable OSPF
Protocol Address : #(182.168.100.100

Forwarding Address : = | 192 1681001

[v] Enable Graceful Restart
{Enables/Disables the capability to penform
Mon-Stop Forwarding of packets during
restart of O5PF process,

[] Enable Default Criginate
(EnablesDisables the capability to advertise

a default route to its neighbors,

OK H Cancel

Figure 110 OSPF configuration

Under Area definitions, remove the default NSSA Type Area 51 and configure Normal Type

Area 0.
Hew Area Definition ff"_?
Area D : # |0
Type : | Normal | - |
Authentication : | None |~ |
Value -
Ok l [ Cancel

Figure 111 Area definition

Assign the configured Area to DLR — ESG link under Area to Interface Mapping
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New Area to Interface Mapping

)
{?)

Interface© | DLR ESG link

-] @

Area: :-.| 0 | = |

[]lgnare Interface MTU setting

- Advanced
Hello Interval * | 10 {seconds)
Dead Interval * |40 (seconds)
Priority * 128
Cost* 1
[ oK ][ Cancel l

Figure 112 Area interface mapping

Review all the changes and click Publish Changes.

[Sern'ngs | Firewall | Routing | Bridging | DHCP Relay]

W OSPF Configuration :

Global Configuration

Static Routes Status

Protocol Address :

+ Enabled

192.168.100.100

BGP Forwarding Address : 192.168.100.1
Route Redistribution Graceful Restart : + Enabled
Default Originate : @ Disabled
Area Definitions :
+ /S x
Area 1D Type
0 Mormal
Area to Interface Mapping :
¥+ 7/ x
Interface Area ID Hello Interval fsec...
DLR ESG link 0 10
Figure 113 OSPF configuration
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Route redistribution and firewall configuration

Even though we enable OSPF in the uplink port of DLR, the internal links are not part of
OSPF database yet. To bring internal links to OSPF, select Route Redistribution and make
sure the connected routes are part of route redistribution table.

Route Redistribution table :

* 7 x Q "
Learner From Prafix Action
OSPF Connected Any Permit
Figure 114 Route redistribution
Configure a firewall filter for SSH to logical router protocol address as well.
& 3 ssh User any mCOmpute any
RviM
€ 192.168.100.100
Figure 115 SSH firewall filter
Configure OSPF on ESG
Configuring OSPF in ESG is similar to DLR. We have to configure router ID, under OSPF
configuration when we enable OSPF protocol, make sure to enable Default Originate to
propagate a default route down to DLR.
OSPF Configuration : | Edit _|| Delste |
Status ; + Enabled
Graceful Restart: + Enabled
Default Originate + Enabled
Area Definitions :
+/ x a s
Area D Type Authentication
0 Marmal Mone
1items
Area to Interface Mapping :
T (@ )
whIC Area 1D Hello Interval {sec... Dead Interval {sec... | Priosity Cost
DLR ESG link 0 10 40 128 1
Figure 116 Configure OSPF in ESG
Redistribute the connected interfaces of ESG to OSPF database like was done for DLR.
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6.7.2
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Install vCloud Director

Install and Bringup Windows VM
To host a SQL server like Windows SQL server 2012, bring up a windows VM with four
CPUs, 16 GB RAM and 100GB HD. The VM only needs one NIC; make sure it is part of the
management network.

Install SQL Server in Windows VM
With VCD, 8.0 SQL Express editions are not compatible. Make sure to get a licensed edition
like SQL Server Enterprise 2012. Mount the ISO image in the VM CD drive and double click
on Setup to start the installation process. Select All features with the defaults under Setup

Role.

ol

Setup Role

SQL Server 2012 Setup I;li-

Click the SOL Server Feature Installation option to individually select which feature cormponents to install, or click a
feature role to install a specific configuration,

Setup Support Rules

Setup Role

Feature Selection

Installation Rules

Instance Configuration

Disk Space Regquirerments
Server Configuration

Database Engine Configuration
Analysis Services Configuration
Reporting Services Configuration
Distributed Replay Controller
Distributed Replay Client

Error Reporting

Installation Configuration Rules
Ready to Install

Installation Progress

Cormplete

() SOL Server Feature Installation

Install SQL Server Database Engine Services, Analysis Services, Reporting Services, Integration Services,

and other features.

() SOL Server PowerPivot for SharePoint

Install PowerPivot for SharePoint on a new or existing SharePoint server to support PowerPivot data
access in the farm, Optionally, add the SOL Server relational database engine to use as the new farm’s
database server,

(@) All Features Sifith Defaults

Install all features using default wvalues for the service accounts,

< Back | | Mext = | | Cancel | | Help

Figure 117 Install SQL Server
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Create a hamed instance of your choice.

o SAL Server 2012 Setup

Instance Configuration

Specify the name and instance |D for the instance of SOL Server. Instance ID becomes part of the installation path.

Setup Support Rules

(O Defaultinstance

Setup Rale Mamed instance: |de|lvcddb| |
Feature Selection
Installation Rules
Instance Configuration Instance 1D |MSSQLSERVER |

Disk Space Requirernents

Instance root directony: |C:\Program Files'Microsoft SOL Servery

Server Configuration

Database Engine Configuration

Analysis Services Configuration SOL Server directony:

C\Program Files\Microsoft SOL Server\MSS0LT1.MSSOLSERVER
ChPrograrm Files\Microsoft SOL ServertMEASTTMESOLSERVER

ChProgram Files\Microsoft SOL Server\MSRS11.MMSSOLSERVER

Reporting Services Configuration . . .
Analysis Services directons

Distributed Replay Controller

R rting Servi directony:

Distributed Replay Client {pralielie] SREESS CIIEE L

Errar Reporting Installed instances:

Installation Configuration Rules

Instance Marne Instance ID Features Edition Wersion
Ready to Install
Installation Progress
Complete
< Back | | Mext > | | Cancel | | Help

Figure 118 Configure SQL instance

Continue to click Next, during database engine configuration, configure a password for the
administrator by choosing Mixed Mode and click Next.

=T

T SAL Server 2012 Setup

Database Engine Configuration

Specif Database Engine authentication security rnode, administrators and data directories.

Setup Suppaort Rules Server Configuration | Data Directories I FILESTREAN

Setup Role

Feature Selection

Installation Rules

Instance Configuration

Disk Space Requirements

Server Configuration

Database Engine Configuration
Analysis Services Configuration
Reporting Serdices Configuration
Distributed Replay Contraller
Distributed Replay Client

Errar Reparting

Installation Canfiguration Rules
Ready to Install

Installation Progress

Cornplete

Specify the authentication mode and administrators for the Database Engine.

Authentication Mode

“Windows authentication mode

Mixed Mode (SOL Sercer authentication and Windows authentication)

Specify the password for the SQL Server systern administrator (sa) accaunt,

Enter password: | o |

Confirm passward; [sessssses| ‘

Specify SOL Server administratars

S0L Server administrators
hawve unrestricted access
to the Database Engine,

£dd Current User H Add.. || Remove |

| < Back | | Mext = | | Cancel | | Help

Figure 119 Configure password

Do not configure any other service and click Install when you are ready to install.
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L

Ready to Install

Setup Support Rules

Werify the SOL Server 2012 features to be installed.

SAL Server 2012 Setup

Setup Role

Feature Selection

Installation Rules

Instance Configuration

Disk Space Requirements
Server Configuration

Database Engine Configuration
Analysis Services Configuration
Reporting Services Configuration
Distributed Replay Contraller
Distributed Replay Client

Error Reporting

Installation Configuration Rules
Ready to Install

Installation Progress

<

Feady to install 0L Server 2012

2 Shared features

L Startup Type: Manual -~

ntegration Sersices
= Service Configuration
e Account: NT ServiceyhsDtsServer110

H Startup Type: Automatic

<. Diistributed Replay Contraller Service

). Service Configuration

L Accaunt: MT ServicetS0L Server Distributed Replay Controller
Startup Type: Manual

buted Replay Client Service

i..Dis
) Service Configuration
L ccaunt: MT ServicetS0L Server Distributed Replay Client
Startup Type: Manual
Cantraller Marne: undefined
Working Directory: CiProgram Files xBEMicrosoft SOL Server\DReplayClientvorking =
L Result Directany: C\Pragram Files (xBEf\Microsoft SOL Server\DReplayClient\ResultDiry o

m >

Complete

Configuration file path:

ChProgram Files\Microsoft SOL Server\ 1108 Setup BootstrapiLogh 20160407 14591 ConfigurationFile.ini |

= Back | | Install | | Cancel | | Help |

Figure 120 SQL install

6.7.3

Configure the SQL Server

Open Microsoft SQL Server Studio and login using mixed mode with username ‘sa’ and the
password we created during installation.

al Connect to Server .
P, Microsoft

Z SQLServer2o12
Server hipe: | [ atabase Engine W |
Server name: 'wIN-537PNO1EIAINDELLYCDDE v]
Authentication: | SOL Server Authentication ] |
Login: |sa v|
Passward: ] |

[] Remember paszward
| Connect | | Cancel | | Help | | Options »» |
Figure 121 Connect to SQL sever
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6.7.3.1 Create a new user for vCloud

Right click on Security to create a new login for the SQL server, uncheck Enforce password
expiration.

= Login - New = || =] -

Select a page . 3
'SScntvlﬁHel
2 General " "

5 Server Roles

L User Mapping Loginhsrs: |vc:dmgr | Search...
% Securables .
Ei Status ) wWindows authentication

® SOL Server authentication

Fazsword: |.o..... |

Confirm pazsword: | ssasses |

Enforce pazsword policy

[CJiEnforce password skpiration;

) Mapped to certificate
) Mapped to asprmetric key

[] Map to Credential

Connecton
Server tapped Credentials Credential Prowvider
wiN-537PMO1EIANDELLVCD DE
Connection:
3a
&Y Wiew connection properties
Progress
Rieady Default databaze: | masher ha |
Default language: | <default> b |

k. | | Cancel

Figure 122 New vCloud user

6.7.3.2 Create a new Database

Create a new database for vCloud and assign the new user that was just created as the
owner. Change the Initial size of Row Data and Log file size to 1024 and 128 and Autogrowth
to 512 MB and 128 MB with Limited Growth to 2000MB as shown below. Do not click Ok.
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F New Database == -

Select apage . 8 3
Scipt - Hel
2 General ‘; e Lj ="
_’@' Options
2 Filegroups [ratabasze name: |vcddb |
Owrer: |vcdmgr | l:l
Database files:
Logical Mame  File Type Filegroup Initial Size (MB]  Autograwth ! Maxsize Patl
veddh Rows Data  PRIM&RY 1.024 By 512 ME_ Unlimited [
veddb_log Log Mot Applicable 128 Bip 128 ME, Limited to 2000 MEB Ch
Connection
Server

WIN-E3TPNO1EIAONDELLYEDDE

Carnnection:
sa

3 View connection propertiss

Progress

Ready < m >

Add Remove

Figure 123 New Database

Navigate to Options and configure the Collation from the default to Latin1_General_CS_AS
and Recovery model to Simple and Click OK.

5 New Database = | = -
Select apage i . 3
Script Hel
A General 5 e Lj =k
4 Dptions
A Filegroups Callation: |Latin1_GaneraI_CS_AS v|
Recovery model: | Simple w |
Compatibility lewel: | SOL Server 2012 [110) Vv |
Containment bype: | Maone hd |
Other optians:
Auta Shrink False -
Auto Update Statistics True
Auto Update Statistics Asynchronously Falzse
4 Containment
Default Fulltext Language LCID 1033 =
Default Language English
Mested Triggers Enabled True
Transform Moise Words False
Twa Digit "rear Cutaff 2049
Connection 4 Cursor
Server Cloze Cursor on Commit Enabled False
w/IN-537PNO1EIA0NDELLYCDDE Default Cursor GLOBAL
4 FILESTREAM
E:”"EC“W FILESTRE#M Directory Mame
FILESTREAM Mon-Transacted Accass ot
A} View connection properties 4 Miscellaneous
Allow Snapshot |solation False
Progress AMSIMULL Defanlt Falze v
Allow Snapzhot |solation
Feady

Figure 124 Configure database
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6.7.3.3  Configure the database
Copy the script below or from the vCloud installation guide and select New Query. Change
the name [] bracket to the name of the database that was created in previous step and click
Execute.

USE [vcddb]

GO

ALTER DATABASE [vcddb] SET RECOVERY SIMPLE;

ALTER DATABASE [vcddb] SET SINGLE_USER WITH ROLLBACK IMMEDIATE;

ALTER DATABASE [vcddb] SET ALLOW_SNAPSHOT_ISOLATION ON;

EXEC sp_addextendedproperty @name = N*ALLOW_SNAPSHOT_ ISOLATION", @value
= "ON";

ALTER DATABASE [vcddb] SET READ_COMMITTED_SNAPSHOT ON WITH NO_WAIT;

EXEC sp_addextendedproperty @name = N*READ_COMMITTED_SNAPSHOT*®, @value =
"ON";

ALTER DATABASE [vcddb] SET MULTI_USER;

GO

6.7.4 Setup DNS server and add entries

Note: In vCloud director installation, this is an important step. Setting up the DNS server
with the wrong hostname of a RHEL VM will result in the vCloud director application failing
to start.

In the windows VM, enable DNS server using server manager. Navigate to Tools = DNS to
launch DNS manager. Create a forward lookup zone with a name like Dell EMCnfv.com and
continue clicking Next, then click Finish. If you have a dedicated DNS server in your setup,
the following steps should be completed on that DNS server.
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MNew Zone Wizard -
Zone Mame E‘

What is the name of the new zone?
-

The zone name specifies the portion of the DNS namespace for which this server is
authoaritative, It might be your organization's domain name (for example, microsoft.com)
or a portion of the domain name (for example, newzone.microsoft.com). The zone name is
not the name of the DS server.

Zone nare:

| < Back ” Mexk = | | Cancel

Figure 125 Creating new zone

Create a reverse lookup zone with the Network ID of the management subnet of the given
deployment. Continue clicking Next, then click Finish.

Mew Fone Wizard -

Reverse Lookup Zone Mame ;.
A reverse lookup zone translates IP addresses inko DRSS names,

=

To identify the reverse lookup zone, type the network ID or the name of the zone.
(@) Metwork ID:
172 16 114 .

The network ID is the portion of the IP addresses that belongs Lo this zone, Enter the
nebwork ID in its normal {not reversed) order,

IF wou use a zero in the networlk ID, it will appear in the zone name., For example,
nebwork ID 10 would create zone 10.in-addr. arpa, and netwaork ID 10.0 would create
zone 0,10.in-addr. arpa.

() Reverse lookup zone name:
114.16.172.in-addr.arpa

= Back ” MNext = | | Cancel

Figure 126 New zone wizard

Right click on Forward Lookup Zones = Dell EMCnfv.com 2 New Host (A or AAAA) and
add a new entry for vCloud director.
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6.7.5

6.7.5.1
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MNew Host -

Mame (uses parent domain name if blank):
vrdl

Fully qualified domain name (FQDM):

wedl, dellnfy, com.|

IP address:
172.16,114.31

Create associated pointer (PTR) recard

Add Host || Cancel

Figure 127 New Host

Note the FQDN and the IP address configured in this step, this same name and IP address
should be used while creating the RH VM in the next step.

Install and Bring up RedHat Enterprise Linux VM

Create a VM with four CPUs, 4 GB RAM, 20GB HDD and two NICs. Make sure to configure
both NICs in the management network DvSwitch. Follow the steps in the link below, if there
are any doubts in creating the RHEL VM. Configure the hostname during installation by
replacing localhost.localdomain with ved1.Dell EMCnfv.com as configured in the DNS
server. Configure the NIC1 IP as the same IP configured in the DNS server. Configure your
RHEL login to subscribe and download the updates and applications.

http://www.kendrickcoleman.com/index.php/Tech-Blog/how-to-install-vcloud-director-on-rhel-
62-no-gui.html

Configure Firewall rules in RH
Configure the iptables as below. The rules are based on this article

# Begin listing vCloud Director Ports Needed

# vCloud WebServices

-A RH-Firewall-1-INPUT -1 ethO -m state --state NEW -m tcp -p tcp --
dport 443 -j ACCEPT

# vCloud Optional

-A RH-Firewall-1-INPUT -1 ethO -m state --state NEW -m tcp -p tcp --
dport 80 -j ACCEPT

# SSH
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-A RH-Firewal I-1-INPUT -i
dport 22 -j ACCEPT

# vCloud Remote Console
-A RH-Firewall-1-INPUT -i
dport 902 -j ACCEPT

-A RH-Firewall-1-INPUT -i
dport 903 -j ACCEPT

#NFS Trasfer Service from
-A RH-Firewal l-1-INPUT -d
NEW -m tcp -p tcp --dport
-A RH-Firewall-1-INPUT -d
NEW -m udp -p udp --dport
-A RH-Firewall-1-INPUT -d
NEW -m tcp -p tcp --dport
-A RH-Firewall-1-INPUT -d
NEW -m udp -p udp --dport
#NFS Transfer Service NFS
-A RH-Firewall-1-INPUT -d
tcp -p tcp --dport 111 -j
-A RH-Firewall-1-INPUT -d
tcp -p tcp --sport 111 -j
-A RH-Firewall-1-INPUT -d
udp -p udp --dport 111 -j
-A RH-Firewal l-1-INPUT -d
udp -p udp --sport 111 -j
-A RH-Firewal l-1-INPUT -d
tcp -p tcp --dport 920 -j
-A RH-Firewall-1-INPUT -d
tcp -p tcp --sport 920 -j
-A RH-Firewall-1-INPUT -d
udp -p udp --dport 920 -j
-A RH-Firewal l-1-INPUT -d
udp -p udp --sport 920 -j
-A RH-Firewal l-1-INPUT -d

ethl -m state --state NEW

ethl -m state --state NEW

ethl -m state --state NEW

other vCD Cells -

IP_of vCD-Cell -i
111 -j ACCEPT
IP_of vCD-Cell -i
111 -j ACCEPT
IP_of vCD-Cell -i
920 -j ACCEPT
IP_of vCD-Cell -i
920 -j ACCEPT
Datastore
IP_of NFS _Server
ACCEPT
IP_of NFS Server
ACCEPT
IP_of NFS Server
ACCEPT
IP_of NFS _Server
ACCEPT

IP_of NFS_Server
ACCEPT
IP_of NFS Server
ACCEPT
IP_of NFS Server
ACCEPT

IP_of NFS_Server
ACCEPT
IP_of NFS _Server

tcp -p tcp --dport 2049 -j ACCEPT

-A RH-Firewall-1-INPUT -d

IP_of NFS Server

tcp -p tcp --sport 2049 -j ACCEPT

-A RH-Firewall-1-INPUT -d

IP_of NFS Server

tcp -p tcp --dport 32803 -j ACCEPT

-A RH-Firewal I-1-INPUT -d

IP_of NFS_Server

udp -p udp --dport 32769 -j ACCEPT

-A RH-Firewal I-1-INPUT -d
tcp -p tcp --dport 892 -j
-A RH-Firewall-1-INPUT -d
udp -p udp --dport 892 -j
-A RH-Firewall-1-INPUT -d
tcp -p tcp --dport 875 -j
-A RH-Firewal I-1-INPUT -d
udp -p udp --dport 875 -j
-A RH-Firewal I-1-INPUT -d
tcp -p tcp --dport 662 -j
-A RH-Firewall-1-INPUT -d
udp -p udp --dport 662

IP_of NFS _Server
ACCEPT
IP_of NFS Server
ACCEPT
IP_of NFS Server
ACCEPT
IP_of NFS_Server
ACCEPT
IP_of NFS_Server
ACCEPT
IP_of NFS_Server

-j ACCEPT

#DNS - Configure for every DNS Server

-A RH-Firewal I-1-INPUT -d

IP_of DNS Server

tcp -p tcp --dport 53 -j ACCEPT
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ethO -m

ethO -m

ethO -m

ethO -m

-m

state

state

state

state

state

state

state

state

state

state

state

state

state

state

state

state

state

state

state

-m tcp -p tcp --

-m tcp -p tcp --
-m tcp -p tcp --

every vCD Cell
state --state

state --state
state --state

state --state

—--state NEW -m

--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m
--state NEW -m

--state NEW -m

—--state NEW -m
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-A RH-Firewall-1-INPUT -d IP_of DNS Server -m state --state NEW -m
udp -p udp --dport 53 -j ACCEPT

#NTP - Configure for every NTP Server

-A RH-Firewall-1-INPUT -d IP_of NTP_Server -m state --state NEW -m
tcp -p tcp --dport 123 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NTP_Server -m state --state NEW -m
udp -p udp --dport 123 -j ACCEPT

#LDAP - Confiugre for every LDAP Server

-A RH-Firewall-1-INPUT -d IP_of LDAP_Server -m state --state NEW -m
tcp -p tcp --dport 389 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of LDAP_Server -m state --state NEW -m
udp -p udp --dport 389 -j ACCEPT

#SMTP - Configure for every SMTP Server

-A RH-Firewall-1-INPUT -d IP_of SMTP_Server -m state --state NEW -m
tcp -p tcp --dport 25 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of SMTP_Server -m state --state NEW -m
udp -p udp --dport 25 -j ACCEPT

#Syslog - Configure for every Sysog Server

-A RH-Firewall-1-INPUT -d IP_of Syslog_Server -m state --state NEW -
m udp -p udp --dport 514 -j ACCEPT

#vCenter & ESX the simple way

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport
443 -j ACCEPT

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport
902 -j ACCEPT

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport
903 -j ACCEPT

#vCenter & ESX - Configure for every vCenter & ESXi_Server

#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --
state NEW -m tcp -p tcp --dport 443 -j ACCEPT

#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --
state NEW -m tcp -p tcp --dport 902 -j ACCEPT

#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --
state NEW -m tcp -p tcp --dport 903 -j ACCEPT

#Default Microsoft SQL Connections

-A RH-Firewall-1-INPUT -d IP_of SQL Server -m state --state NEW -m
tcp -p tcp --dport 1433 -j ACCEPT

#Default Oracle Port Connections

-A RH-Firewall-1-INPUT -d IP_of Oracle Server -m state --state NEW -
m tcp -p tcp --dport 1521 -j ACCEPT

#AMQP Messaging for task extensions (if Server exists)

-A RH-Firewall-1-INPUT -d IP_of AMQP_Server -m state --state NEW -m
tcp -p tcp --dport 5672 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of AMQP_Server -m state --state NEW -m
udp -p udp --dport 5672 -j ACCEPT

#ActiveMQ between vCD Cells

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -m state --state NEW -m tcp
-p tcp --dport 61611 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -m state --state NEW -m tcp
-p tcp --dport 61616 -j ACCEPT

#ActiveMQ to Server

-A RH-Firewall-1-INPUT -d IP_of ActiveMQ -m state --state NEW -m tcp
-p tcp --dport 61611 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of ActiveMQ -m state --state NEW -m tcp
-p tcp --dport 61616 -j ACCEPT

# End listing vCloud Director Ports Needed
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6.7.5.2  Install VMware public keys
The installation file for vCloud Director is digitally signed to secure your environment. To
install the product, you must verify the signature by downloading and installing the VMware
public key in your environment.

cd Zinstall/

wget http://packages.vmware.com/tools/keys/VMWARE-PACKAGING-GPG-DSA-KEY . pub
wget http://packages.vmware.com/tools/keys/VMWARE-PACKAGING-GPG-RSA-KEY . pub
rpm —-—import Zinstall/VMWARE-PACKAGING-GPG-DSA-KEY .pub

rpm —-—import Zinstall/VMWARE-PACKAGING-GPG-RSA-KEY .pub

6.7.6 Start and Stop vCloud director

Download the vCloud director binary and copy the file to /install. Change the permission
using the following command to make the binary executable. Execute the binary and when
prompted to proceed further, press n to stop the installation

cd Zinstall

chmod u+x vmware-vcloud-director-5.1.1-868405.bin
./vmware-vcloud-director-5.1.1-868405.bin

n

6.7.6.1  Create SSL certificate
Enter the following command to create SSL certificate. The commands are based on this
article.

/opt/vmware/vcloud-director/jre/bin/keytool -genkey -keystore
/opt/vmware/vcloud-director/data/transfer/certificates._ks -storetype JCEKS -
storepass passwd -keyalg RSA -validity 731 -alias http

/opt/vmware/vcloud-director/jre/bin/keytool -genkey -keystore
/opt/vmware/vcloud-director/data/transfer/certificates.ks -storetype JCEKS -
storepass passwd -keyalg RSA -validity 731 -alias consoleproxy

6.7.6.2  Continue with the installation
Navigate to the /opt/vmware/vcloud-director/bin directory and continue with the
installation.This is based on the SQL server installation documented earlier.

Database name -vcddb
Database instance - Dell EMCvcddb
Username -vedmgr
Password - <passwd>

[root@vcdl bin]# ./configure
Welcome to the vCloud Director configuration utility.

You will be prompted to enter a number of parameters that are necessary to
configure and start the vCloud Director service.
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Please

indicate which IP address available on this machine should be used for

the HTTP service and which IP address should be used for the remote console

proxy.

The HTTP service IP address is used for accessing the user interface and the

REST A
(VMRC)

PI. The remote console proxy IP address is used for all remote console

connections and traffic.

Please
1.
2.
3.
4.
5.
6.

Choice

Using

Please
1.
2.
3.
4.
5.

Choice

Using

Please
and

enter your choice for the HTTP service IP address:
172.16.114.26

172.16.114.27

127.0.0.1

[fe80:0:0:0:250:56FfF:fe8e:631]
[fe80:0:0:0:250:56FfF:feBe:T212]

[0:0:0:0:0:0:0:1]

[default=1]:
default value "172.16.114.26" for HTTP service.

enter your choice for the remote console proxy IP address:
172.16.114.27

127.0.0.1

[fe80:0:0:0:250:56FfF:feBe:631]
[fe80:0:0:0:250:56FfF:feBe:T212]

[0:0:0:0:0:0:0:1]

[default=1]:
default value "172.16.114_27" for remote console proxy.

enter the path to the Java keystore containing your SSL certificates

private keys: /opt/vmware/vcloud-director/data/transfer/certificates.ks

Please

1T you
enter
the ho
vCloud

enter the password for the keystore:
would like to enable remote audit logging to a syslog host please

stname or IP address of the syslog server. Audit logs are stored by
Director for 90 days. Exporting logs via syslog will enable you to

preserve them for as long as necessary.

Syslog

host name or IP address [press Enter to skip]:

No syslog host was specified, disabling remote audit logging.

generating new UUID: 52Ffd4b99-570b-4ca5-9bd7-9c05ach0d156
The following database types are supported:

1.

2.

3.
Enter
Enter
Enter
Using

Enter
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Oracle

Microsoft SQL Server

vPostgres
the database type [default=1]: 2
the host (or IP address) for the database: 172.16.114.25
the database port [default=1433]:

default value "1433" for port.

the database name [default=vcloud]: vcddb
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Enter the database instance [Press enter to use the server®"s default
instance]: Dell EMCvcddb

Enter the database username: vcdmgr

Enter the database password:

Connecting to the database:
Jjdbc:jtds:sqlserver://172.16.114.25:1433/vcddb; socketTimeout=90; instance=Dell
EMCvcddb; prepareSQL=2

........................................ /Database configuration complete.

vCloud Director configuration is now complete.

Once the vCloud Director server has been started you will be able to
access the first-time setup wizard at this URL:
https://172.16.114.26

Would you like to start the vCloud Director service now? If you choose not
to start it now, you can manually start it at any time using this command:
service vmware-vcd start

Start it now? [y/n] y

Starting vmware-vcd-watchdog: [ OK ]
Starting vmware-vcd-cell [ OK ]

The vCD service will be started automatically on boot. To disable this,
use the following command: chkconfig --del vmware-vcd

[root@vcdl ~]# service vmware-vcd status
vmware-vcd-watchdog is running
vmware-vcd-cell is running

[root@vcdl ~]#
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