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1 Overview

This document provides guidance in deploying a cloud solution to run VNF workloads hosted
on Dell EMC hardware virtualized with the help of VMware vCloud platform for NFV and
using Dell EMC ScalelO as a shared storage solution. In addition, the vCloud platform helps
manage the virtualized resources and monitor the hardware and software health during post
deployment operations.

2 How to use this guide

This document assists telecommunication and solution architects, sales engineers, field
consultants, advanced services specialists and customers who are responsible for Telco
cloud / NFV services, in building an infrastructure to maximize the benefits of using the Dell
EMC ScalelO with Dell EMC VMware NFV solution bundle.

3 Dell EMC Hardware Requirements

A complete up-to-date list of vCloud NFV-ScalelO ready Dell EMC platforms for vCloud is
available at: http://www.vmware.com/resources/compatibility

Dell EMC PowerEdge R730 9 (minimum)
CPU Intel Xeon® E5-2680v3 2.5Ghz 2 sockets, 12
cores
RAM 192 GB (128 GB min)
Components HDD 2x600G SAS (800 GB min)
SSD 1x200G (1/3 of HDD min)
SD cards 2x16
NIC 8x10G 2P Intel X520
1x1G 2P Intel 1350 or 1x1G 4P BCM5720
Dell EMC Networking S6010 4
Dell EMC Networking S4048 1

Table 1 Dell EMC Hardware components

4 Software Requirements

4.1 VMware

The table below lists all the mandatory components required.

Component Version ETSI Functional Block
VMWare ESXi 6.0 U2 NFEVI

VMWare vCloud Director for Service Providers | 8.10 VIM

VMWare Integrated OpenStack 2.0.3 VIM

VMWare vRealize Operations Advanced 6.2.1 NFVI Operations Management
VMWare vRealize Log Insight 3.3.1 NFVI Operations Management
VMWare vSphere Replication 6.1.1 NFVI

VMWare vSphere Data Protection 6.1.2 NFVI Operations Management
VMWare vCenter Server 6.0.U2 VIM

VMWare NSX for vSphere 6.2.4 NFVI & VIM

VMWare Site Recovery Manager 6.1.1 NFVI Operations Management

Table 2 VMware software components

4.2 Miscellaneous

Component Version Description/Function

ScalelO 2.0.0.3 Any compatible version

Java NA Any compatible version

vSphere client 6 Any compatible version with ESXi 6

DHCP server NA Optional Preconfigured DHCP server to service IP requests for
ESXi and other applications

DNS server NA DNS server to resolve various hosts, VMs and applications.

NTP server NA Optional to start deployment, best practice is to have a
dedicated NTP server

Table 3 Miscellaneous software components

Dell EMC + VMware Cloud Infrastructure Platform for NFV DAALEMC
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4.3 License Requirements

Application Quantity

ESXi Number of CPU sockets
VSAN Number of CPU sockets
NSX Number of CPU sockets

vCenter Server Appliance

Number of instances

vCloud Director

Number of VMs

vRealize Operations manager

Number of VMs

vRealize Log Insights

Number of CPU sockets

SQL Server Enterprise edition

SQL server license

Table 4 License requirements

Dell EMC + VMware Cloud Infrastructure Platform for NFV
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide




5 Reference Architecture

5.1 Logical topology
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Figure 1 Logical topology

5.2 Physical Topology

Legend:
ISL:
mgmt. 10:
host 10:

SwW1 SW2

==

Figure 2  Physical topology

The Reference test bed sits in a rack comprised of one Dell Management Switch and pair of
Dell Leaf/ToR Switches (virtualized to behave as a single Switch) alongside Dell R730
Servers. Each Server has four dual-port 10 GbE NICs configured to support bonded 40 GbE
HostlO and 20 GbE Management and Fault-Tolerant ScalelO networks. The Appendix
section of this document captures additional details about the test bed. Table 5 shows the
Bonding Map.

7 Dell EMC + VMware Cloud Infrastructure Platform for NFV DALEMC
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NIC Port Switch SW Pport Bond

serverl plpl swl Te0/64 po64

iDrac: 172.16.104.10 plp2 sw2 Te0/64 po64
p2pl swl Te0/65 SIO-1
p2p2 sw2 Te0/65 SIO-2
p4pl swil Te0/80 po80
p4p2 sw2 Te0/80 po80
p5pl swil Te0/81 po80
p5p2 sw2 Te0/81 po80

server2 plpl swil Te0/66 po66

iDrac: 172.16.104.11 plp2 sw2 Te0/66 po66
p2pl swl Te0/67 SIO-1
p2p2 sw2 Te0/67 SIO-2
p4pl swl Te0/82 po82
p4p2 sw2 Te0/82 po82
p5pl swl Te0/83 po82
p5p2 sw2 Te0/83 po82

server3 plpl swil Te0/68 po68

iDrac: 172.16.104.12 plp2 sw2 Te0/68 po68
p2pl swl Te0/69 SIO-1
p2p2 sw2 Te0/69 SIO-2
p4pl swl Te0/84 po84
p4p2 sw2 Te0/84 po84
p5pl swl Te0/85 po84
p5p2 sw2 Te0/85 po84

server4 plpl swl Te0/70 po70

iDrac: 172.16.104.13 plp2 sw2 Te0/70 po70
p2pl swl TeO/71 SIO-1
p2p2 sw2 TeO/71 SIO-2
p4pl swil Te0/86 po86
p4p2 sw2 Te0/86 po86
p5pl swil Te0/87 po86
p5p2 sw2 Te0/87 po86

serverb plpl swil Te0/72 po72

iDrac: 172.16.104.14 plp2 sw2 Te0/72 po72
p2pl swl Te0/73 SIO-1
p2p2 sw2 Te0/73 SIO-2
p4pl swil Te0/88 po88
p4p2 sw2 Te0/88 po88
p5pl swl Te0/89 po88
p5p2 sw2 Te0/89 po88

server6 plpl swil Te0/74 po74

iDrac: 172.16.104.15 plp2 sw2 Te0/74 po74
p2pl swl Te0/75 SIO-1
p2p2 sw2 Te0/75 SIO-2
p4pl swl Te0/90 po90
p4p2 sw2 Te0/90 po90
p5pl swl Te0/91 po90
p5p2 sw2 Te0/91 po90

server7 plpl swl Te0/76 po76

iDrac: 172.16.104.16 plp2 sw2 Te0/76 po76
p2pl swl TeO/77 SIO-1
p2p2 sw2 Te0/77 SIO-2
p4pl swl Te0/92 po92
p4p2 sw2 Te0/92 po92
p5pl swil Te0/93 po92
p5p2 sw2 Te0/93 po92

server8 plpl swl Te0/78 po78

iDrac: 172.16.104.17 plp2 sw2 Te0/78 po78
p2pl swl Te0/79 SIO-1
p2p2 sw2 Te0/79 SIO-2
p4pl swil Te0/94 po94
p4p2 sw2 Te0/94 po94
p5pl swil Te0/95 po94
p5p2 sw2 Te0/95 po94

server9 plpl swil Te0/96 po96

iDrac: 172.16.104.18 plp2 sw2 Te0/96 po96
p2pl swl Te0/97 SIO-1
p2p2 sw2 Te0/97 SIO-2
p4pl swil Te0/98 po98
p4p2 sw2 Te0/98 po98
p5pl swl Te0/99 po98
p5p2 sw2 Te0/99 po98

Table 5

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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6 Steps to bring up the VMware virtualization platform

6.1 Install ESXi on Servers

ESXi Hypervisors need to be installed on a physical server hard disk. The hard disk on which
ESXi hypervisors are installed cannot be used by storage clustering applications like VSAN.

To avoid losing hundreds of GBs of standard disk storage for clustering, installing the

hypervisors on the internal SD card (SATADOM) module is recommended.

6.1.1 Verify the SD card module is present

Not all servers come with internal SD card modules. Therefore, before proceeding with the

installation, make sure an internal SD card module is in the system. To verify this, launch
iDRAC and enter system setup. Navigate to System BIOS - Integrated Devices.

Default iDRAC Username: root Password: calvin

Under Integrated Devices, verify the SD card related fields are present. If these fields are
missing, the host does not have a SD card controller or a SD card is not inserted.

System BIOS

System BIOS Settings « Integrated Devices

Internal USE Fort @ On O Off

Integrated RAID Controller @ Enabled & Disabled
Integrated Metwork Card 1 @ Enabled O Disabled (0OS)
[/OAT DA Engine ) Enabled @ Disabled
Embedded Video Controller @ Enabled & Disabled
Current State of Embedded Video Controllar - Enabled

SR-1DV Global Enable @ Enabled 1 Disabled
Internal SD Card Port @ On & Off

Internal S0 Card Redundancy ¢ Disabled @ Mirror
Internal SO Frimary Card @ SD Card 1 & Sh Card 2
OS5 Watchdog Timer ) Enabled @ Disabled
Memoary Mapped /O above 4GB @ Enabled 0 Disabled

= This option enables/disables the USE 3.0 support.
When this field is set to Disabled (default), the USE devices ... (Press <F1= for more help)

Figure 3  System BIOS — Integrated Devices

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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6.1.2 Set the boot sequence to boot the device from the SD card
By default, most systems are set to boot from the HDD or SSD drives and may not boot when
ESXi is installed on a partition on the SD card in the system. Therefore, it is necessary to set
the proper boot parameters under the System BIOS = Boot setting = BIOS Boot Settings
= Hard-Disk Drive Sequence.

Change Order

Jse arrows keys to select an item. Use +/- to
position the item in the list.

Internal SD: IDSDM [+
Integrated RAID Controller 1: PERC HY320 Mini(bu... —
=
Cancel OK

| )| |

Table 6 Change Boot order

6.1.3 Use VMware ESXi installer to install the hypervisor
Either using the CD drive in the server or an ISO image, start the ESXi installation process.
To use an ISO image, use the iDRAC option to connect virtual media and click Map CD/DVD
from the local drive. Point to the local ISO image file and set the Next boot option to boot
via virtual CD/DVD/ISO and reboot the system. Choose the installer option as shown below
and continue with the installation process.

Dell-E5Xi-5.5U2-2068190-A03 Boot Menu

Dell-ESXi-5.5U2-Z2068190-A03 Installer

Boot from local disk

Automatic boot in 3 seconds...

Figure 4  Installer option

Note: Make sure you are installing the ESXi hypervisor on the SD card in the server.

10 Dell EMC + VMware Cloud Infrastructure Platform for NFV
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DELL IDSDM (mpx.vmhba3Z2:CO:TO:LO)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Figure 5  Select a Disk to Install

During the installation process, configure the root user password for the hypervisor of your
choice. Be sure to configure the same password across all the ESXi installations, so the host
can be added in vCenter with in a consistent manner.

Passwords match.

(Esc) Cancel (F9) Back (Enter) Cont inue

Figure 8  Configure password

Repeat this process for all the servers in the setup.

6.1.4 Configure the management interface
Post installation, it is necessary to configure the management IP address for the hypervisors
so they can be managed by the vSphere client. By entering the root username/password
configured during installation, the user should be able to login and configure the hypervisors.
Navigate to Configure Management Network under Network Adapters and choose the NIC
interface, which will be acting as the management interface, from the list of available NICs. If
no DHCP server is providing the IP address, choose static configuration and assign a
management IP address to the server. Repeat the same process for all the servers.

Netuwork Adapters

Netuork Adapters vhnic (NIC1)

Figure 7 Configure Management Network

Dell EMC + VMware Cloud Infrastructure Platform for NFV DEALLEMC
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide
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Netuork Adapters

Select the adapters for this host's default management netuork
connection. Use tuo or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status

[¥]1 vmnicO 42:21:e2:bb) Connected (...)
[ 1 venicl NICZ (44:aB:42:21:e2:bc) Disconnected

[ 1 vnnic? HIC3 (44:a8:42:21:e2:bd) Disconnected

[ 1 vnnic3 NIC4 (44:a8:42:21:e2:be) Disconnected

[ 1 vnicd PCIe Slot 1 ¢...9f:6d:01:04) Connected

[ 1 vnnich PCIe Slot 1 ¢...9f:6d:01:06) Connected

[ 1 vnnich PCIe Slot 2 (...9f:6d:Ba:34) Disconnected

[ 1 vnnicy? PCle Slot 2 (...9f:6d:0a:36) Disconnected

[ 1 vnnich PCIe Slot 3 €...9f:6d:00:fc) Disconnected

<D> ¥Yiew Details <Space> Toggle Selected <Enter> 0K <Esc?> Cancel

Figure 8  Select Network Adapters

IP Conf iguration

Thi= host can obtain network settings auvtomatically if your netuwork
includes a DHCP server. If it does not., the following settings must be
specified:

( ) Use dynanic IP address and netuwork configuration

(o) Set static IP address and netuwork configuration:

IP Address
Subnet Mask
Default Gateuway

[ 172.16.105.11 ]
[ 255.255.255.0 ]
[ 1/2.16.105.1 ]

Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc?> Cancel

Figure 9  IP Configuration

6.2 Install ADS and DNS server

Create a Windows VM

To add a new role to Windows Server 2012, use Server Manager. Start Server Manager,
click the Manage menu and select Add Roles and Features.

't el Manager

—

©

Server Manager * Dashboard

B Duwhboarnd BOLES ARD SERVER GROUEL
B Locst Server
B A5 Serven e Pl arad Sicsrage
B A0 Serven ] ; e . S
BT i snd SSoeage Seracer B Serices
(1) Managesteldy (@) Managrsbdity (- hamgratliny

Evens Bosits. e

[, - Servce: - S

EPA fidaity P Parledtrinide

Figure 10 Add Roles and Features

Dell EMC + VMware Cloud Infrastructure Platform for NFV
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide

DEALEMC



13

I"u

m N

Dell EMC + VMware Cloud Infrastructure Platform for NFV
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide

Click Next on the Add Roles and Features Wizard Before you begin pop up window. (If
you previously checked Skip this page by default, this page will not appear.)

Select the installation type. For DNS servers, select the Role-based or feature-based
installation.

Adid Roles and Features Wizard L=1= =

= Sl JVER
LYy e Arevcliams

Select the maballatecn type, You an irdall roles and Features on & ynning physical computier g virbaal
machng, o o an offlre virtual haed dek (VD
# Rode-bawed oo frabure-based ndtallation

Configure 8 vingle server by adkding roles. role services. and features

Remode Deskbop Services bnstallation
Inptdl required rode serveces Tor Yiriual Desitop Infrastnaciure (VDG bo create a wirkal machine-based
of Session-based desinp depdoyment

i Cane
Figure 11  Select installation type

Configure DNS Server:

Next, choose which server to install the DNS server role from the server pool. Select the
server, and click Next.

At this point, a pop-up window will open indicating that additional tools are required to
manage the DNS Server. These tools do not necessarily have to be installed on the same

server as the DNS role. If your organization only does remote administration, you do not have
to install the DNS Server Tools.

However, in a crunch a user sitting at the server console or remotely using the console may
need to manage the DNS Server directly. In this case, it is helpful to have the tools installed

locally. Unless company policy forbids it, it is typically prudent to install the management tools
on the server where the DNS will be housed.

- Addd Roles and Features Wizard [= = =

el

Add Roles and Features Wizard 3|

Add features that afe reginfed for DNS Seneei?

The folloreng boods S requeed 0 manage the festure, Bul 0o mt

i Remate Sener Admimnitraticn Task

TTeals] DNS Sereed Tl

| fncliude msnagemant tooks (# spplcablel

i Features Cancel

-faﬂcel

Figure 12 Add Roles and Features Wizard

Now the Features window should open. Click Next as no changes are needed here.

Next is an informational window about DNS Server and what it does, click Next to move on.

DEALEMC



This is the final confirmation screen before installation completes. There is a check box to
restart the destination server automatically. Installing the DNS Server does not require a
restart, so unless downtime has been scheduled, keep this box unchecked.

E Add Roles and Features Wizard L= 1= =

SEITIHATON JIRVER

Inetallaties S8 8 0=
Installation progress e

Weew malailybon progress

) Fevwe instaitation

DS Serwer
Remcte Seaver Adminisiration Took
Role Admirastration Tools

E =

o can close Bhs wizand withoul interruptng Fureeng tasks. View task progeess of open ths
[i] page agsin by choong Notficatons i the command bae, s then Task Detais

Export configaeation sestings

Figure 13 Installation progress

The DNS Server role should now be installed on the server. There should be a new DNS
Role tile in Server Manager.

':":'-I

Melairargr akatty 'EI Pl abairty

B Lot Server

B s s B e e File and Storage i
- Sérvices
(T} rtanagratity

A 2 Peripamanoe - Seracer

Ferformanoe BPA reashs

Figure 14 Server Manager — DNS tile

6.3 Install NTP server

Create a Windows VM and Install NTP Services as follows:

Run the following commands using PowerShell as admin:

w32tm /config /manualpeerlist:pool.ntp.org /syncfromflags:MANUAL
w32tm /config /reliable:yes

Stop-Service w32time

Start-Service w32time

w32tm /query /status
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6.4 Install vCenter Server

Installation of vCenter server 6 is a two-step process. It is necessary to install External
platform services controller (EPSC) and vCenter server appliance. EPSC is used for various
backend services, all the user interactions to the vCenter go through the vCenter server
appliance. As shown in the VM placement diagram, two sets of vCenter Server need to be
deployed; one to manage VIM cluster and another to manage Compute and Edge cluster.

6.4.1 Mount VCSA ISO

Make sure you have access to the management IP addresses of the hypervisors from the
system you are working on. In a virtual CD drive, load the ‘VMware-VCSA-all-6.0.0-3040890’
ISO image. Browse to the virtual CD drive and click vcsa-setup.html. If prompted for a
missing plugin, install the plugin and restart the process. In the browser, click Install.

vCenter” Server Appliance” 6.0

Install Upgrade

Figure 15 Install vCenter Server Appliance

6.4.2 Install External PSC

Enter the IP address of any one of the hosts that will be part of the VIM cluster.
(Username/password is same as the ESXi root username/password) and click Next.

ﬁ' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Connect to target server

ol e e Specify the ESXi host or vCenter Server on which to deploy the vCenter Server Appliance.

3 Set up virtual machine FQDN or IF Address: |

4 Select deployment type

| @

User name: |
5 Setup Single Sign-on
6 Single Sign-on Site Passwaord: |
7 Select appliance size
8 Select datastore Ay Before proceeding, ifthe target is an ESXi host:

9 Configure database

10 Network Settings

s Make sure the ESXi hostis notin lock down mode or maintenance mode.
« When deploying to a vSphere Distributed Switch (VDS), the appliance must be deployed to an ephemeral
11 Ready to complete portgroup. After deployment, it can be moved to a static or dynamic portgroup.

| Back || Mext Finish Cancel

Figure 16 vCenter Server Appliance

First deployment - deploy EPSC/vCenter for Management Cluster.
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Second installation - deploy EPSC/vCenter for Compute & Edge cluster.
Name the appliance and configure root password of your choice for each deployment.

Choose EPSC as show below.

VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement  Select deployment type

Selectthe services to deploy onto this appliance.
+ 2 Connect to target server pioy PP

+ 3 Setup virtual machine vCenter Server 6.0 requires a Flatform Services Controller, which contains shared services such as Single Sign-On,
Licensing, and Certificate Management. An embedded Flatform Services Controller is deployed on the same
Appliance VM as vCenter Server. An external Platform Services Controller is deployed in a separate Appliance WM.
e For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
2 3elup single Sign-on installations with multiple vCenter Servers, consider one or mare external Platform Services Controllers. Refer to the
& Single Sign-on Site vCenter Server documentation for more information.

liance size Nate: Cnce you install vCenter Server, you can anly change from an embedded to an external Platform Services
Cantroller with a fresh install.

T Selec

Embedded Platform Services Controller -
VM or Hast

() Install vCenter Server with an Embedded Platiorm Services
Controlar
Platform Services Controller

wCenter Server

External Platform Services Controller VM or Host

f Al
| Platform Services |

(*) Install Platform Services Controller i Gortrolar i
() Ingtall vCenter Server (Requires External , I
Platform Services Contraller) VM or Host VM or Host
vCenter Sarver vCeanter Sarver
Back || Next Finish cancel

Figure 17  Select deployment type

Configure SSO with the authentication password of your choice, domain name and site
name.

Select the host datastore in which the user wants to deploy the VM and click Next.

Configure the network settings for the vCenter server either using a static IP or using a DHCP
server, system name (if a DNS server is already configured) and use the ESXi host to
synchronize time if no NTP server is configured.

Note: Do not assign a system name without first configuring a DNS in the network.

Verify the configuration, click Finish and wait for the ESPC to deploy fully. Deploying the
EPSC will take up to 10 minutes.
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H YiMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Ready to complete

Flease review your settings before starting the installation.
+ 2 Connect to target server ¥ g g

+ 3 Set upvirtual machine Target server infa: 1721610510

Mame: mgmtdlpscol
aaiiiseleetuenlovinentitvie Installation type: Install
+ 9 Setup Single Sign-on Deployment type: Flatform Services Controller
+ 6 Select appliance size Datastore: wirn 10
Disk mode: thin
v 7 Select datastore Metwark mapping: Metwaork 1 to v Metwark
+ 8 Hetwork Settings IF allocation: IPvd | static
0 Customer Experience HostMName
Time synchronization: Synchronize appliance time with ESXi host
(R B D Froperties: S5H enabled = True

10 Ready to complete Customer Experience Improvement Program = Disahled
S50 User name = administratar

530 Domain name = vsphere local

S50 Site name = ssofirstsite

Metwork 1 1P address=172.16.105.21
Host Mame = mogmtdi p=edi dellemc.local
Metwork 1 netrmask = 255.255.245.0
Default gateway= 1721610581
DNE=17216.105.50

Back Mext Finish | | Cancel

Figure 18 Ready to complete installation

6.4.3 Deploy the vCenter appliance

After the EPSC installation is complete, restart the installation to deploy vCenter server
appliance.

Give a different host IP address in the management cluster to deploy vCenter. This is a best
practice to ensure anti affinity, and is not a strict requirement.

Configure the vCenter appliance name.

@ VMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Set up virtual machine
B caneciin (i Specify virtual machine settings for the vCenter Semver Appliance to be deployed.
3 Set up virtual machine sppliance name: | rmamiotvedt | )
4 Select deployment type
5 Set up Single Sign-on 0S5 user name: root
6 Single Sign-on Site
" . ) 05 passward: | ......... | i)
7 Select appliance size
8 Select datastore
Canfirm 08 passward: | --------- | |
9 Configure database
10 Hetwork Settings
11 Customer Experience
Improvement Program
12 Reaily to complete
Back || Mext Finish Cancel

Figure 19 Set up virtual machine

After configuring the root password (typically same as ESPC) select the vCenter server install
instead of PSC.
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E' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select deployment type
Select the services to deploy onto this appliance.

+ 2 Connecttotarget server

+ 3 Setup virtual machine vCenter Server 6.0 requires a Flatform Services Controller, which contains shared services such as Single Sign-0n,
Licensing, and Certificate Management. An embedded Platform Services Contraller is deployed on the same
4 Select deployment type Appliance WM as vCenter Server. An external Platform Services Controller is deployed in a separate Appliance VM.

5 Confi single Sign-Oi For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
DELINCLLE e L] e L IREL installations with multiple vCenter Servers, consider one or more external Flatform Services Controllers. Refer to the
6 Select appliance size vCenter Server documentation for more information.

7 Select datastore Mote: Once you install vCenter Server, you can only change from an embedded to an external Flatform Services
Caontroller with a fresh install.
8 Configure database

9 Network Settings Embedded Platform Services Controller i
or Host
10 Ready to complete . f —P;ﬁ— —S;;.— =%
I.- -.I i | Jorm ces
(_) Install vCenter Server with an Embedded I At
Platform Services Contraller — T -
vCenter Server
External Platform Services Controller VM o Fost
(T \
) Platform Sarvi
() Install Platform Services Controller I CO:"O:,'CBS I
(#) Install vCenter Server (Requires External I e ——
Platform Services Controller) VM or Host WM or Host
vCentar Sarver vCantar Sarvear
Back | | MNext Finish Cancel

Figure 20 Select deployment type
Configure the EPSC SSO password to authenticate vCenter.

E‘ Wiware vCenter Server Appliance Deployment

+ 1 End User License Agreement Cnnﬁgure Single Sign-On {SS0)

+ 2 Connect to target server be changed after deplovment.

ConnectvCenter Serverto a S50 domain inan existing platform serices contraller An S50 configuration cannot

+ 3 Set up virtual machine

Flatform Services Contraller 172.16.1048.21
4 Select depl ent type
i ploymeet Gy FQOM or 1P address:
5 Configure Single Sign-On
6 Select appliance size wCenter S50 User name: administratar

7 Select datastore
8 Configure database

= HEtark Sefiing = wCenter Single Sign-On | 443 |
10 Ready to complete HTTPS Port:

wCenter S50 passward:

/A Befare proceeding, make sure you provide the passwoard of the user 'administrator' in the existing vCenter

Sinagle Sign-0On domain that you configured during Platform Services Cantroller deployment.

| Back || mext Finish Cancel

Figure 21  Configure Single Sign-On

Select the appliance size based on the deployment size.
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' vMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select appliance size

Specify a deployment size for the new appliance
+ 2 Connecttotarget server peciy i PP

T Appliance size: Tiny {up to 10 hosts, 100 Vis) .

+ 4 Select deployment type

+ 5 Configure Single Sign-On

6 Select appliance size

7 Select datastore

8 Configure database This will deploy a_T_in\; WM configured with 2 vCPUs and 8 GB of memory and requires 120 GB of disk space.
These resources will be used by the vCenter Server services.

Description:

9 Network Settings

10 Ready to complete

Back || Next Cancel

Figure 22 Select appliance size
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Use the embedded database and configure the Network settings.

@ Yiware vCenter Server Appliance Deployment

+ 2 Connect to target server
+ 3 Set upvirtual machine
+ 4 Select deployment type
+ 5 Configure Single Sign-On
+ 6 Select appliance size

+ 7 Select datastore

+ 8 Configure datahase

10 Ready to complete

+ 1 End User License Agreement

9 Network Settings

Network Settings

Configure hetwork settings far this deployment.

Choose a network:

I address family:

M etwiark type:

Metwork address:

Systerm name [FQDM ar IP
address]:

Subnet mask:

Metwark gateway:

Metwark DMS Servers
(separated by commas)

Configure time sync:

‘ Y Metwark v O
‘ 1P v
‘ static A

| 172.16.105.22 |

| rrgrtd1ve 01 dellemc. local | i ]

| 265.265.265.0 |

| 17216.105.1 |

| 172.16.105.50 |

() Synchronize appliance time with ESXi host

(1 1 lea KTP sarmre reanaratad by rommash

Back || Mex

Finish

Cancel

Figure 23 Network Settings

Review the configurations and click Finish. Wait for vCenter appliance to deploy; this will
take up to 10 minutes.

VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement

+ 2 Connect to target server
+ 3 Set upvirtual machine
+ 4 Select deployment type
+ 5 Configure Single Sign-On
+ B Select appliance size

+ 7 Select datastore

+ 8 Configure database

+ 9 Network Settings

10 Ready to complete

Reathy to complete

Please review yaur settings befare starding the installation.

Target server info:
Mame:

Deployment type:

Deployment
configuration:

172.16.106.10

gt ve 01

Installation type: Install

wizenter Server

Tiny (upto 10 hosts, 100 W)

Datastore: wirn10

Disk mode: thin

Metwork mapping: Metwork 1 to Whi Metwark

IF allocation: IPvd | static

Host Mame

Time synchranization: Synchranize appliance tirme with ESXi host
Database: emhedded

Froperties: S5H enahled = True

S50 Username = administrator

Single Sign-Cn instance IP=172.16.108.21
S50 Damain name = vsphere local
Metwark 1 IP address=17216105.22
Host Marme = mogmtd1ved?.dellemc.local
Metwark 1 netmask = 255.255.255.0
Default gateway =172 1610451
DME=17216.105.50

Back IMext

Finizh

Cancel

Figure 24 Ready to complete
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Once the installation is complete, it is possible to login to the vSphere web client using the
URL given post installation.

= viMware vCenter Server Appliance Deployment

Installation Complete
YourvCenter Server is successiully installed.
FPostinstall steps:

1.wCenter Server is installed in evaluation maode. Activate wvCenter Server by using the vSphere YWeb Clientwithin 60
days. YWhen the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter
Server.

2. UsethevSphere Web Clientto manage vCenter Server. Log in with the Sinale Sign-On administrator account
administrator@vsphere.local

fou can now login to vSphere YWeb Client: il R EET QEERESas administrator@vsphere local

Close

Figure 25 vSphere web client URL

6.4.4 Deploy second EPSC and vCenter

Once the first vCenter is fully deployed, restart the EPSC and vCenter installation to deploy
the second instance of vCenter that will manage Compute and Edge clusters. Make sure to
install the application on a different host that is part of the Management cluster.

Review the Compute EPSC and vCenter configuration before deployment.

Second EPSC Configuration

Wiware vCenter Server Appliance Deployment

+ 1 End User License Agreement Ready to complete

Flease review your settinos before starting the installation.
+ 2 Connect totarget server ¥ o g

3 Set up virtual machine Target server infa: 17216105811

Mame: mgmtlpsci2
o & ST I e Installation type: Install
+ 9 Set up Single Sign-on Deployment type: Platform Services Controller
G Single Sign-on Site Datastare: datastore1

5 i Disk mode: thin
pagsslectianpiianeE Sy Metwark mapping: Metwork 1 to Wi Metwork
+ B Select datastore IP allocation: |Pyd | static
+ 9 Network Settings HostName
- Time synchranization: Synchronize appliance time with ESXi host

D) (T (G Froperties: S5H enabled = True
Improvement Program Customer Experience Improvement Program = Disabled

S50 User name = administratar

Single Sign-On instance IF = 172.16.105.21
S50 Domain name = vsphere.local
S50 Site name = ssofirstsite
Metwark 1 IP address =172.16.105.23
Haost Mame = mgmtli pscl2.dellemc.local
Metwork 1 netmask= 255.245.255.0
Default gateway=172.16.105.1
DME=17216.105.50

Back Next Finish | | cancel

Figure 26 Second EPSC Configuration
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|j VYMware vCenter Server Appliance Deployment

Installation Complete

Your Platform Services Controller is successfully installed.

Postinstall steps:

1. Run the installer on a different machine ta install vCenter Server and connect itto this Platform Services Controller by

using mamtld1 psc02.dellemc.local

Close
Figure 27 Installation Complete
Second VC Configuration
|j VYMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Ready to complete
P T R e Flease review your settings before starding the installation.
3 Set up virtual machine Target server info: 1721610811
Marme: mamtd w02
o 4 S G I Installation type: In=tall
+ 8 Configure Single Sign-On Deployment type: vizenter Server
. 6 Select appliance size Deployme_nt Tiny {up to 10 hasts, 100 YWhs)
canfiguration:
+ 7 Select datastore Datastore: datastoral
+ 8 Configure database Disk rmode: thin
% Metwark mapping: Metwark 1 to Wk Metwark
RGNCOHIsCin S IP allocation: IPv4 , static
10 Ready to complete Host Mame
Time synchronization: Synchronize appliance time with ESXi host
Database: emhedded
Froperties: S5H enahled = True
S50 User name = administratar
Single Sign-On instance IP=172.16.105.23
S50 Domain name = vsphere local
Metwork 1 1P address =172.16.105.24
Host Mame = mgmtd1ye02 dellemc.local
Metwork 1 netmask = 255.255.255.0
Default gateway =172.16.105.1
DM =17216.105.40
Back Mext Finish | | Cancel

Figure 28 Second VC Configuration

6.5 Build datacenter

Once the vCenter appliance is deployed successfully, all the data center resource

components (compute, storage and networking) can be managed using the VMware vSphere

web client.

The URL for the web client is: https://<vcenter-appliance>:9443/vsphere-client/

Management VC: https://172.16.105.22:9443/vsphere-client/

Edge and Resource VC: https://172.16.105.24:9443/vsphere-client/

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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https://172.16.105.22:9443/vsphere-client/
https://172.16.105.24:9443/vsphere-client/

6.6 Add Licenses

Before adding the hosts to create the data center, add the following four licenses to vCenter
application.

e vCenter license for the vCenter appliance
e vSphere Enterprise plus license for the total number of CPU cores that could be
managed via vCenter
e NSX license for managing host
e VXLAN networking
To add the licenses, login to vCenter server, then from the home screen click Administration
- Licenses. Under the License Keys tab, click on the (+) sign to add the License keys.

6.7 Create datacenter and clusters

Login to the management cluster vCenter appliance and navigate from the home screen tyo
vCenter = Host and clusters.

Click the vCenter IP and create a new data center with the name of your choice.

Create the various clusters as needed. In the management vCenter only a management
cluster should be created.

In the Compute vCenter, create two clusters: Compute and Edge. Do not enable vSphere HA
and vSphere DRS in this step.

6.8 Add Hosts to clusters

Under each respective cluster, click on Add a host to add ESXi hypervisor installed hosts to
the clusters.

Use the license keys installed earlier to the hosts when needed. Use the following process to
add a host to a cluster.

Enter the IP address of the host

Enter the login credentials (Provided during ESXi installation)
Review Host summary page

Assign License

Lockdown mode (Leave this unchecked)

Ready to complete

S

] Add Host 2 »

1 Name and location Enter the name or IP address of the host to add to vCenter Server.

Hostname or IP address: |1?2.16.105.12

Location: [ compute

4 Ready to complete

Figure 29 Host name or IP address

F Add Host 2) W

¥4 1 Name and location Enter the administrative account infarmation for the host. The vSphere Web Client will use this information to connect to the host

and establish a permanent account for its operations.
2 Connection settings P P

User name: |r-:|-:|t |

- word: [
4 Ready to complete Password: | |

Figure 30 User name and Password
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6.9 Configure host networking

Each host in each cluster typically needs to be configured with minimum of three different
types of networks.

Configuring host networking using Distributed vSwitch (DvSwitch) is simple and effective way
to manage networking uniformly.

Configuring DvSwitch is a three-step process.

1. Creating a distributed vSwitch (MTU/LLDP)
2. Configuring uplink link ports (LACP or NIC Teaming)
3. Configuring port groups (VLAN/VMkernel ports if necessary)

It is important to avoid single point failures in the uplink, so a minimum of two uplink ports per
DvSwitch connecting to two different physical switches is the best practice.

6.9.1 Management Networking
By default, during ESXi installation in a host, vSwitchO is created with the management port
selected during ESXi installation as the Uplink port.

6.9.1.1 VDS Installation
Log into the vSphere web client.

Click on the Networking tab as shown below.

W, 172.16.105.50 - Remote Desktop Connection P |
& C | A b /A172.16.105.24 Avsphere-client/? csprextensionl d%3Dvsphere.core dvPortgroup.manage settings %35 context®3Dcom vmware core.m odel %25 34%25 3AServerObjectRef ~fofcbf 18-2fc3-46: ¥ | &+

rereLocel » | ke - | (CSEETD

Navigator X 2 vaw-dvs-69-virtualwire-10-sid-5000-Trans...  Acions ~ = {3 aarms ) B

A=

ware" vSphere Web Client

0 Getting Started  Summary  Manitor \ Manage | Related Objects | All(22) \ Mew (213 Acknawl..

ke ] a8 [£]

Ay htweare wSphere Weh Client [,..

[Se’lﬁngs |Nam Definitions |Taqs ‘ Permissions ‘ Network Protocol F’roﬁle| F’ans] Sphere Cliant Health Al
wEphare Client Health Alarm

- [lg Res-DC

2 none h Properties © M1 (f4becd28-ec20-480a-5a
© ot i et
Jsingatat — General
%sca‘emﬂa(aﬁ il Marme: viow-tvs-B0-virtualwire-10-sid-5000- Transit-Switch @ shadow-Test (a72860c6-3063
staleindata
Port binding: Static binding WM MAC Conflict
€3 scaleindatal
@ 1 Network Partallacation Elastic @ testd (ceh29094-9860-4245-9.. |~
Mumber of ports 8
w @mvD5-Edge-Momt
S dvSwitch- Edue-Marmt Metwork resource poal (default) _# Work In Progress X E
£ ES¥i Management Edge Advanced
2 Whwvare viotion Network Edge » Configure reset at disconnect, Enabled

o0 >

_ Owverride port policies
vt tvs- B9-virtualwire-11-sid-5001-L.

) Block ports: Allowed
%vxwrdvsl;EQ;nm;alw;r;;;mf:ﬂ;—; Traffic shaping Digabled
&vxw—vm niera-dvs- G- “anclded. “endor configuration Disahled

~ EvDE-Edge-Tenant
VLAN: Disabled
& DPortGroup-Tenant
&Ex{ema\ Network Uplink teaming: Disahled
Security policy. Disabled

&8 wDS-Edpe-Tenant-D¥Uplinks-T7
w @mvDE-Resource-Momt

B dvSwitch-Resource-Mgmt

2 ES¥i Management Res

£, Whwvare viotion MNetvork Res
w @mvD5-Resource-Tenant
2 P arrirnnn

MetFlow,
Traffic filtering and marking.

Disabled
Disabled

« I ] v
—— T — T — = T = =W W W — T — T

Figure 31  Networking tab
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Right click the cluster (Res-DC in the screenshot) and click New Distributed Switch to
create the switch.

ware: vSphere Web Client 2 elp - |
Navigator X || faResDC | Actions - 3 Marms X%
0 J Getting Started | Summary  Monitor  Manage  Relsted Objects ANy | Mewam  Acknowl.
ke 8 e | © V-1 (fbecd26-8020- 480584
~ [ momt1ve02 dellemc local - Whatis a Datacenter? WM MAC Conflict
I
Adatacenter is the primary container of
[y Actions - ResDC inventary ohiects such as hosts and virual O shadow-Test (a7296de5- 3863
‘ﬁ Add Host machines. From the datacenter, you can add Iy WM MAC Conflict
and organize inventory objects. Typically, you .
Q'ﬁ Hew Cluster add hosts, folders, and clusters to a Virtua Machines o
testd (cehZ8094-9660-4245-9..
New Folder > datacenter Cluster |08 \
AL " B 3 VI MAC Confict
== Mew Distributes le =~ 4
New Yirtual Machine » & Irnport Distributed Switch, ightuse 3 - € £o3-D801
= M A T Library...
~ 4B New o from Liorary organizational units in their enterprise L | # Work In Progress 1 R-
¥ Deploy OVF Template... A ™~ & E
Storage » . \_;
Edit Default vM Cormpatibility ] Datacenter
vCenter Server
£ Migrate VM 1o Another Metwork... vSphere Client
Move To..
Rename...
a1
Tags LIS
Basic Tasks Explore Further
Add Permission...
Alatms | T Addahost Leam more about datacenters
- @ Create a cluster Leam how to create datacenters
X Delete 45 Create a new virtual machine Leam about hosts
All vRealize Orchestrator plugin Actions » 3 Add a datastore Leam about clusters
Whirare viotinn NEtwork Res &2 Create a distributed switch Leam about folders
w @vD5-Resource-Tenant
2 dwPartfirnnn

e T T T T T = T T T s T

Figure 32 Create New Distributed Switch

& C lA BHPE/172.16.105.24 fvsphere-client/T cspfextensionl d %2 Dvsphere.core dvs.m anage %3Bcontext %30 com wmware.core.model %25 3A %25 3A%erverObjectRef~ fOfdbf 18- 2fc3-4629-h5 13-d473794 ¥ ‘ A=

= New Distributed Switch

2 Selectversion Location Res-DC
3 Editsetiings

4 Readyto complete

‘ Next | Finish ‘ Cancel |

Figure 33 New Distributed switch

Give the distributed switch a name of your choice.
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Select the version and click Next.

= Mew Distributed Switch

~ 1 Name and location

2 Selectversion

3 Editsettings

4 Readyto complet

Select version
Specify a distributed switch version.

(=) Distributed switch: 5.0.0
This version is compatible with Witware ESXi version 6.0 and later The following new features
are available: Metwork YO Control version 3, and IGMPMLD snooping.,

() Distributed switch: 5.5.0
This version is compatible with YWware ESXiversion 5.5 and later. The following new features
are awailable: Trafic Filtering and Marking, and enhanced LACP support

() Distributed switch: 5.1.0
This version is compatible with Yiware ESXiversion 5.1 and later. The following new features
are available: Managerment Network Rollback and Recovery, Health Check, Enhanced Port
Mirroring, and LAGFR.

() Distributed switch: 5.0.0
This version is compatible with Yiware ESXiversion 5.0 and later. The following new features
are awailable: User-defined network resource pools in Network 1O Control, NetFlow, and Port
Mirraring.

| Mext

T

W T == T — T —— I —— 1

Figure 34  Select version for distributed switch

Select the number of uplinks and click Next.

Finish

‘ Cancel

C [A LHPE/172.16.105.24 fvsphere-client/Tcsptextensionl d %3 Dvsphere.core datacenter.gettingStarted % 3Bcontext %30 com wvmware.core.m odel %25 3A%25 3A%erver ObjectRef - fafdbf 18- 2fc3-46a3-b ¥ ‘ i

= New Distributed Switch

+ 1 Name and location

~ 2 Selectversion

3 Edit setfings

4 Readyto complete

Editseftings
Specify number of uplink ports, resource allocation and default port group.

Mumber of uplinks E@
Metwark VO Contral Enabled

Default port group [+ Create a default port group

Portaroup name. ‘DPunGruup

| Back | MNext

———

Figure 35 Select number of uplinks

T

T W W — T

Click Finish to complete.

Finish

‘ Cancel |

- T
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Click Switch, select the Manage tab and click LACP configuration.

~ @mvD5-Resource-Mgmt
B dvBwitch-Resource-Mgmt
2, ES¥i Management Res
£, Whwvare viotion MNetvork Res
w @mvD5-Resource-Tenant
2 P arrrnnn

« 0

Mawvigator X | = vDS-Edge-Momt | Actions g Alarms } 4
e
4 Histor D Getting Started  Summary  Manitor \ Manage | Related Objects A2y } New (200 Acknowl.
ke 8 g | : — : © YM-1 (f4becd26-8c20-4805-Ba
+ (3 mgmto1ve02.dellerc Jocal " Mngs Alarm Definitions | Tags ‘ Permissions ‘ Network Pretocol Profiles | Ports ‘ Resource Allocation M MAC Conflict
~ [l Res-DC
Q_nune “ LACP Q@ chadow-Test (a72860c6-3e63
@ sealeiodatad Properties The enhanced LACP support on a vSphere distibutad switch 1ets you connect ES¥ hosts ta VI MAC Conflict
Q_sca\e\udalatl Topology physical switches by using dynamic link aggregation. @ tosty (ceb230534-96Ac-4245-9
& scaleiodatas Migrating network traffic to LAGs WM MAC Conflict
€3 scaleindataf - B
3 Network Private VLAN + Filtar © coxi3-0E01 M
NetFlow LaG Nams Fors Mode WLAN | # Work In Pragress X
& dvBwiteh-Edge-Mamt Port mirroring lagl 2 Active Inherited from uplink port graup
£ ES¥i Management Edge Health check
éVMware whotion Metwork Edge
i this- B9-virtualwire-10-sid-500
2, vty B8-virtuabwire-11-id-5001- L.
& v this- B8-virtuabwire-12-5i0-5002-L. —
évxw—vmkmnF‘g-dva-Ea-ZWDS-ahmZeZ
~ EvDE-Edge-Tenant
& DPortGroup-Tenant
£ External Metwork
B8 vDS-Edge-Tenant-D¥Uplinks-77 No items selected

3

e = —— RS T I B L e S|

Figure 36 LACP configuration

Add lagl with the configuration shown.

C [A LHPE/172.16.105.24 fvsphere-client/7 csptextensionl d %3 Dvsphere.core dvs.acpWiew#:3B context %30 com.vmware.core model %25 3A%253A5 erverObjectRef~ fIfdbi 18- 2fc3-46a8-b613-d47379. ¥ ‘ i

lag1 - Edit Link Aggregation Group

Marme:

Mumber of ports:

Load balancing mode: [Suurce and destination IP address, TCP/UDP port and VLAN | - ]

Port policies

‘fou can apply YLAN and MetFlow policies on individual LAGs within the same uplink port group
Unless awverridden, the policies defined atuplink port group level will be applied.

WLAN type Override | VLAN trunking

WLAM trunk range: 0-4054

HetF o [ override

T T = T

configuration

=

Figure 37 Lagl

Default port group will be created under the switch.
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ware® vSphere Web Client

fi=

—
= WS Edge Mgmt | Actions ~

3 marms X x

momtd1vc02.dellemc.local
w [laRes-DC
€3 none
@ scaleiodatad
€ scaleindatad
) scaleindatas
@ sealelndatad
€9 WM Netwark
- @testeste
£ DPortGroup
54 testeste-DWUplinks-249

&, Actions - DPorGroup 1

S

EESX 25 Edlit Settings
i
2, v Export Configuration
o Restore Configuration,
Ry Rename.
v Tags
2w
~ @ vDS-Ed Add Permission

£, DFo Alarms
& Bt 3 Delste
D

j Getting Started | Surnmary  Monitor  Manage  Related Objects

A2 Mews (200 Acknowl..

- Whatis a Distributed Switch?

Adistributed switch acts as a single virtual
switch across all assaciated hosts. This
allows virtual machines to maintain
consistent network configuration as they
migrate across hosts

Distributed virtual networking configuration
consists of three parts. The first part takes
place atthe datacenter level, where
distributed switches are created, and hosts
and distributed port groups are added to
disfributed switches. The second part takes
place atthe host level, where hostports and
networking services are associated with
disfributed switches either through individual
host networking configuration or using host
profiles. The third part takes place at the
wvirtual machine level, where virtual machine
NICs are connected fo distributed port groups
either through individual virtual machine NIC
configuration or by migrating virual machine
networking from the distributed switch itself.

» ;asicTasks

[} Add and manage hosts

» | @ Manage this distributed switch
2 Create a new port group

w @mvDS-Resource-Mgmt
B8 chuCunith-Rasnirea-binmt

Explore Further

Leam more about distributed
switches

Leam how to set up a network with a
distributed switch

Q@ -1 (f4becdz8-eci0-480a-8a
WM MAC Conflict

3 shadow-Test (a7296dcE-3e63
WM MAC Conflict

G tests (ceh29094-0660-4245-9,.
WM MAC Conflict

© Esx13-D501 M

_ # Work In Progress  §

Figure 38

Right Click and click Edit Settings and edit the port as required.

T

W —

Default port group

Name the port as required.

L a— e

& ESXi Management Edge - Edit Settings

General
Advanced

Security

VLAN type:
WLAN 1D

Traffic shaping
Teaming and failover
Monitoring

Traffic filtering and marking

Miscellaneous

Figure 39

T —wm o —

Configuring port group

L a— e

Select the VLAN as per your design.

In the teaming and failover configuration, configure the settings as below. Please note lagl
should be under active uplinks.
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& ESXi Management Edge - Edit Settings

General Load balancing

Advanced Network failure detection:

Natify Switches:
USR] Failback:

Route based on IP hash

Link status only

Yes

(
CUl [
(

Yes

Failover order

r v
Traffic filtering and marking Active uplinks
Miscellaneous = lagt
Standby uplinks
Unused uplinks
diUplinkl
dvlplink2

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.

@ |[ @ ] 12/15/2016 ]

Figure 40 Teaming and failover configuration

The other settings should not be changed.

Right click the vDS and click Add and Manage Hosts.

@ scaleindata3
€3 scaleindatad
@ scaleindatas
€ scaleindatat
€ WM Netwark
- @mtesteste
2 DPorGroup

SN HERELOCAL = | Help = |
Mavigator X VDS Edge-Mgmt | Actions + =v | ) Marms ¥
Histor 0 J Getting Started | Summary  Monitor  Manage  Relsted Objects ANy | Mewam  Acknowl.
ke 8 e | © V-1 (fbecd26-8020- 480584
~ [ momt01ve02 dellemc local - Whatis a Distributed Switch? WM MAC Conflict
~ [l Res-DC Adistributed switch acts as a single virtual
@ none switch across all associated hosts. This © shadow-Test (a72960dc6-3663

allows virtual machines to maintain
consistent network configuration as they
migrate across hosts

Distributed virtual networking configuration
consists ofthree parts. The first part takes
place atthe datacenter level, whers
distributed switches are created, and hosts
and distributed port groups are added to
disfributed switches. The second part takes

testeste-DWUplinks-240 place atthe host level, where hostports and

networking services are associated with

switches either through individual
ostnetworking configuration or using host
Port Group » [profiles. The third part takes place atthe

WM MAC Conflict

O tests (ren39034-0660-4245-0..
WM MAC Conflict

© £5x13-D801 M

. # Work In Progress X

T v T — virtual machine level, where virtual machine
ERUINE! (B Add and Manage Hosts. NICs are connected to distributed port groups
évxw dy 82 Migrate WM to Another Metwork.. either through individual virtual machine NIC
U " configuration or by migrating virtual machine
R porade networking from the distributed switch itself
Zed Setlin,
PE [
R Basic Tasks Explore Further
~ @ vDE-Edg Move To.
2 0Pt Rename... [ Add and manage hosts Leam more about distributed
2 Exten Tags » | @a Manage this distributed switch switches
s 2 Create a new port group L_ea.rrl howmgetupa network with a
=] Alarms distributed switch
- @vDE-Res
= v ¥ Delete
@ FR¥i Mananament Rec -
< [
e—— T T T T e IS R B e e e ]

Figure 41 Add and Manage Hosts
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[ Add and Manage Hosts

1 Selecttask Selecttask

Select a task to perform on this distributed switch.

2 Selecthosts

3 Selectnetwork adapter tasks (=) Add hosts
4 Manage physical network Add new hosts 1o this distributed switch

adapters () Manage hostnetworking
5 M:ﬂﬁée VWkemel network Manage networking of hosts attached to this distributed switch
adapters
() Remowe hosts
6 Analyze impact Remove hosts from this distributed switch

7 Readyfo complete
() Add hostand manage hestnetworking (advanced)

Add new hosts and manage networking of hosts already attached 1o this distributed switch. Use
this aption to unify the network configuration of new and existing hosts

Finish Cancel

™o T

=

Figure 42 Add Hosts

Click New Hosts.

C {A LSS //172.16.105.24 Avsphere-client/? csp#extensionl d %3Dvsphere.core.dvs.gettingS tarted % 3B context 3D com.vmware.core.model %25 3A%253A5 erver ObjectRef~ Ffdbf 18- 2fc3-46a9-b613-d4 ¥ ‘ B =

[[7> Add and Manage Hosts

+ 1 Selecttask Selecthosts

Select hosts to add to this distributed switch
2 Selecthosis

3 Selectnetwork adapter tasks 4 Newhosts

4 Manage physical network
adapters Host Host Status

5 Manage VNkemel network This listis empty.
adapters

6 Analyze impact

7 Readyto complete

Configure identical network setings on multiple hosts (template mode). @

Back Next Finigh Cancel

—

Figure 43 New Hosts

Select the host that will be attached. Do not select all hosts, they will be added one at a time.
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[ Add and Manage Hosts

Select network adapter tasks
Select the network adapter tasks to perform.

+ 1 Selecttask
+ 2 Selecthosts

U Tl (7] Manage physical adapters
4 Manage physical network
adapters existing ones.

5 Manage VWkemel network
adapters [¥] Manage VMkemel adapters

Add physical network adapters to the distributed switch, assign thern to uplinks, or rernove

Add or migrate ¥Mkernel network adapters to this distributed switch, assign them o distributed

6 Analyze impact

7 Readyto lete
R [[] Migrate virtual machine networking

port groups, configure Yikernel adapter settings, or remove existing anes

Migrate ¥M netwaork adapters by assigning them to distributed port groups on the distributed

Switch

[[]Manage advanced hostsetiings
Setthe number of ports per legacy host proxy switch

Sample distributed switch

Manage VMkeme| Viikermel por group

UK BoR GrouR Manage physical

dapt
adapters v YMkermel ports
[ vmk

dapte
¥ Uplink aapters

[ vmnic

| WM portgroup
v Virual Machines
wim

e T T T

Figure 44  Select network adapter tasks

T o T —= T — T T —— T

Click Next to manage the adapters.

Faen | caneel |

Select the adapters from “On other switch” section and click Assign Uplink. Select lag1-0.

[ Add and Manage Hosts

Manage physical network adapters
Add or remove physical network adapters to this disftributed switch,

+ 1 Selecttask
+ 2 Selecthosts
+ 3 Selectnetwork adapter tasks

4 Manage physical network -
adapters HastPhysical Nebuor Adapters

- [ 1721810813
~ Onthis switch
uRICH WDS-Edye-Marnt
7 Readyto complete vrnicT vDE-Edge-Mamt

14 In Use by Switeh

5 Manage VWkemel network
adapters

6 Analyze impact

On other swilchesfunclaimed

wmnicl

wmnict

wmnnic10 wDE-Edge-Tenant

vmnict1 vDS-Edge-Tenant

wmnic! 2 ¥DS-Edyge-Tenant
v¥D5-Edge-Tenant

wmnicls
wmnic2

wimnicd w3witch_sio
¥mnics w¥Switch_siol

= wmnicn

=

Select adapters

Figure 4

i Assign uplink Unassign adapte ese anges @ View settings

Uplink Uplink Port Group

dvSwitch-Edge-Mgmt
dvSwitch-Edge-Mygmt

Faen | caneel
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Select an Uplink for vinnic 11

Uplink Assigned Adapter
avuplink
dvliplink2

¥ lagl ports

lagt-0 wmnich

{Auto-assian)

™o T

=

Figure 46 Select Uplink

Add a new adapter.

[[7 Add and Manage Hosts

1 Selecttask Manage VMkemel network adapters

Manage and assign VMkemnel network adapters to the distributed switch
2 Selecthosts
3 Selectnetwork adapter tasks

Manage physical network
4
adapters Hosthhkemel Network Adapters

add a new vmkernel adanter
Manage Wkzmel nefwork . g 1721610513 L )
adapiers

~ On this switch

Assign portg o= New adapter E pte

6 Analyze impact
¥DS-Edge-Mgmt

v¥DS-Edge-Mamt
v¥DS-Edge-Mamt

7 Readyfo complete

wEwitch_sio
vewitch_siot
¥DS-Edyge-Tenant
172.16.105.14
On this switch
v¥D5-Edge-Mamt
vDE-Edye-Marnt
¥DS-Edyge-Mgmt

wSwitch_sio

w¥3witch_giol

e T T m | ga— g |

Figure 47 Add z;\ew adapter

Source Port Group

wowwrnknicPg-dvs-69-2
ES¥i Management Edoe

wow-wmknicPg-dvs-G9-2..

staleiodatad-vmi
scaleindatab-vmik
External Metwark

wa-wmknicPg-dvs-G9-2..
ES¥i Management Edae
wivwrnknicPg-dvs-69-2

scaleiodatas-vmk

sraleiodatat-vmk

Destination Port Sroup

Do not migrate
Co not migrate

Do not migrate

Do notmigrate
Do not migrate

Do not migrate

Do not migrate
Do notmigrate
Do not migrate

Co not migrate

Do not migrate

Finish

‘ Cancel
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B 1721610550 - Remote Desktop Connecticn

[E=S =R =

& C | A b#ps//172.16.105.24 vsphere-dlient/? csp#extensionl d%2Dvsphere.core dvs.gettingStarted %3B context %30 com. vmware.core model %25 3A% 25 3AServer ObjectRef~ f9fdbf 18- 2fc3-46a9-b613-dd ¥y | | *

Q 172.16.105.13 - Add Networking

1 Select larget device Select target device

Select a target device for the new connection.
2 Connection setings

2a Port properties (=) Selectan existing network

Browse

Cancel

I

« 1 v

e— = T == CE=—— T — W —— 0

Figure 48 Select an existing network

Select the network by clicking Browse, the portgroup that was modified earlier should be listed.

& 172.16.105.50 - Remote Desktop Connection

=l ]

= C | A b#55//172.16.105.24 Avsphere-client/?csprextensionl d%3Dwsphere.core dvs.gettingStarted %3Bcontext%3D com vmware.core. model%253A%253A5 erver ObjectRef~fofdbf 18- 2fc3-46a9-b613-dd ¥ | | *

Select Network

Show all columns

a (@ Filter
Hame

&, wew-wmiknicPo-dvs-B9-2105-ahc 2e2h-hh1e-47ca-87T8-8c94ch56af33

& it S BG-wirtU alwire-12-5id-6002-LG-Switch-2

o2y wew-dis-B8-virtualwire-10-5id-6000-Transit-Switch

2, wawi-ds-B3-virtualwire-11-id-5001-L G- Switeh-1

<2, ESXi Management Edge

& Whlware vidotion Metwork Edge

n,

« T v

e—— e —— ——— =S | T — W — T

Figure 49 Select Network

Select the port group, click OK then click Next. Select vmotion and management traffic.
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B, 172.16.105.50 - Remote Desktop Cennection ==
& C | A b#ps//172.16.105.24 vsphere-dlient/? csp#extensionl d%2Dvsphere.core dvs.gettingStarted %3B context %30 com. vmware.core model %25 3A% 25 3AServer ObjectRef~ f9fdbf 18- 2fc3-46a9-b613-dd ¥y | | *

Q 172.16.105.13 - Add Networking

+ 1 Selecttargetdevice Port properiies
Specity VMkernel port settings.
2 Connection setiings

EEjEc Frepe e ‘VMkemel port setfings

2b IPv4 settings
Metwark label
3 Readyto complete
P settings: 1Pvd

TCPIP stack: Default

Available services

Enable semices: [] wivotion traffic
[] Frovisioning trafiic
[[] Fault Tolerance logging
[¥] Management traffic
[[] vSphere Replication trafic
[ vSphere Replication NFG trafiic
[ virtual SAN trafiic

Cancel

e— = T =i -~ T — W —— 1

Figure 50 Port properties

W, 1721610550 - Remote Desktop Connection = |
c C | A b#755://172.16.105.24 fvsphere-client/! csptextensionl d %53Dvsphere.core. dvs.gettingStarted %3Bcon text93Dcom vmware.core. model%253A%253A5 erver ObjectRef~ fOfdbf 1 B-2fc3-46a9-b613-dd fr | |+

E 172.16.105.13 - Add Networking

1 Selecttarget device 1Pv4 setiings
Specify VMkernel IPv4 seftings
2 Connection setiings

+  2a Portproperties () Obtain IPv4 settings automatically

2b IPv4 setlings (=) Use stalic IPwd settings

3 Readyto complete \Fed address 17216 105 120

Subnetmask: 255 . 255 . 285 . 0
Default gateway for IPv4 17216.105.1

DHE server addresses: 1721610550

m

Cancel

« T v

e—— e —— ——— == B — T — W — T

Figure 51  IPv4 settings

Provide an available IP address from your IP list, click Next and click Finish to complete the
configuration. The IP address in the preceding figure is for reference, please use the IP from
your IP list.

The VDS switch configuration is complete. Later migrate all the VMs to this new switch.

6.9.1.2 VDS Migration
Ensure the IP provided in the preceding figure can be pinged (172.16.105.120).

Login using the vSphere client using the IP address from the previous step. Once logged in
click the configuration tab. The vSphere standard switch and vSphere distributed switch
should be listed. Navigate to the vSphere standard switch and click Remove to remove this
switch. Close vSphere client. Through the browser, access the iDRAC of the ESXI host on
which the ports were configured.

Launch the ESXI host from the iDRAC browser using Launch option.
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% 172.16.105.50 - Remote Desktop Connection = || [l

Integrated Dell Remote - &
Access Controller 8

Properties

Summary Details System Inwentory

System Summary = C ?

Server Health Virtual Console Preview

K4 DBatteries K4  Temperatures > Seftings
> Refresh
k4 Fans k4 voltages > Launch
k4  Inirusion
K4 PowerSupplies E
K4 Removable Flash Media
Server Infarmation Cluick Launch Tasks
Power State on Fower ON/OFF
System Model PowerEdye R730 Power Cycle System (cold boofy
Systam Revision ! Syster ID LED onoFF @
Systern HostNarme mygrmtd1 esxidl delleme.local
N Wiew Logs
Operating Svstem Widware ESKI 6.0.0 build-4102238
tps/f172.16.104.10/s5ys SummaryData, htr # Update and Rollback e
= H P 1+ d&h [ L T23AM
|é. g; - )
‘ E | H m‘ H i L r,; les =1 12/15/2016 | -
« 0 v
— T — — T T T — T — T —— W —— T = T —— 1 =
Figure 52 System summary
%5 172.16.105.50 - Remote Desktop Connection = |2 [
R 1= Il EL, PO EULE M S0, USEL TUUL e 1 i— 2
File View Macros Tools Power NextBoot VirtualMedia Help |

il

T — =
Figure 53 iIDRAC browser
Click F2.
8, 17216.105.50 - Remote Desktop Connection = ||-& [l
- 11 BL, FUWET CUYE M S0, USGEE DU 3 1 t— p-
File View Macros Tools Power NextBoot Virtual Media Help p+d H

Authent ication Required

Enter an authorized login name and passuord for
ngntBlesxiBl . dell

Conf igured Keyboard (US Default)
E [ root

Login Nane
assuord | [

<Enter> DK <Esc> Cancel

T T T m T T o — T — " — M = T — Tl

Figure 54  Authentication Required
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Enter the password for root. The new IP should be listed as the IPV4 address as shown
below. Change the IP address of this host to original IP address of the host.

%, 1721610550 - Remote Desktop Connection =8 =

|2 1drac, Fowerkdge R/al, Usar oo, 12 fps

Systen Custonization Configure Management Netuork
| About | Logout

Conf igure Passuord Hostnane :
Conf igure Lockdoun Hode

onf igure Hanagement Netuwork
Netuork

s
HNetwork Restore Options

Conf igure Keyboard
Troubleshoot ing Opt ions

Vieu Systen Logs
Vieu Support Informat ion

Reset System Configuration
» Seftings

» Refresh

» Launch

<Enter> More

= T =

Figure 55 IPv4 Address

This completes the migration. If necessary, login to this host using the vSphere client and
manually move the VMs from the VSS to VDS.

7 ScalelO Installation and Configuration

7.1 Install Dell EMC ScalelO

To install ScalelO on ESXi the following is required:

e A Windows host (for PowerCLlI)
e PowerCLI

e Javall$

e The ScalelO software

e Three vSwitch port groups

7.1.1 Register and Install ScalelO Plugin

Download the latest ScalelO version for VMware. In this solution, Version: v.2.0.0.3 is used.

Download and install VMware vSphere PowerCLlI in the webserver or host where the ScalelO
plugin is downloaded.

Extract the contents of downloaded ScalelO software zip file (ScalelO_VMware v2.0.zip).
Using PowerCLI for VMware set to Run as Administrator, run the following command:
Set-ExecutionPolicy AllSigned

Run the script: ScalelOPluginSetup-2.0-7536.0.psl

PowerCLI1
C:\ScalelO_VMware_v2.0\Scalel0_2.0.0.3_Complete_VMware_SW_Download\Scal

el0_2.0.0.3_vSphere_Plugin_Download\EMC-ScalelO-vSphere-plugin-installer-
2.0-753

6.0> _\ScalelOPluginSetup-2.0-7536.0.psl

Enter the vCenter address, username and password. When prompted:
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Choose 1
Type Y
Chose S (standard)
iz Yhlware wSphere PowerCLl 6.3 Release 1

Directory: GC:sS8calel0 _UMware v2.B8%S5calel®_2.A.8.3_Complete_UMware_SUW_Download~Scalel0_2.8.8.3_vSph
ere_Plugin_Download~EMC—Scalel0—wSphere—plugin—installer-2.8-7536.8

LastWriteTime Length NHame

11/16-2816 EHC—5calel0—vSphere—web—plugin-2_A.75%36.8
11716-2816 gatewayServer
?-,24,2015 2237 .keystore
992016 PM 113446435 EMC—ScalelQ-gateway—2.8-7536.8. jar
2-9,.2816 PH 329261789 EMC-Scalel0O—vSphere—web—plugin-2.8.7536.8.z1ip
2-2.2816 H PH 4605 ScalelOPluginSetup—-2.8-7?536.8.ps1
9-19-2816 11:43 AM 887802280 ScalelOUM_2nics_2.8.7536.8.0va
11162016 7:88 AN 3613 stdeprr.txt
11162816 7:88 AM 12139 stdout.txt

hoose mode:
— Register Scalel0 plug—in
— Unregiszter Scalel® plug-in
— Create SUM template

Z —1Exit the script

Jelcome to Scalel0 Plugin Register Utility

Important notice to users upgrading to Scalel0 release 1.32. or higher:
SHi 5.1 is no longer supported. ESHi 5.5 and above are supported.
. RBunning 8DC within an SUM is no longer supported. SDC must be installed in the ES¥i host.
If your configuration isn’t supported. DO NOT UPGRADE.
ontact Support for additional info and further aszsistance.
Do you wish to continuwe? ¥ ~ M- Y
Do you want to run the Standard or Advanced registration? [silal: s

erify protocol url : https:/-172.16.1685.28:651081 /resourcesplugin
Jaiting for internal server to load {attempt 1>...

Figure 56 Run Script - ScalelOPluginSetup-2.0-7536.0.ps1
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& Yhdware vEphere PowerCLl 6.3 Release 1

erify protocol url : https:i/7172.16.105.20:65181 /resources/plugin

Jaiting for internal server to load Cattempt 1)...

onnecting to vCenter 172.16.1085.24...

JARNING: There were one or more prohlems with the server certificate for the server
172.16.105.24:443:

The #5879 chain could not he huilt up to the root certificate.
The certificate’s CN name does not match the passed value.

ertificate: [Subject]
C=US, CN=ngmtBluc@2.dellemc.local

[Iszuer]
OU=UMware, O=mgntBlpscB2.dellemc.local, $=California, C=US8, DC=local, DC=vsphere, CN=CA

[Serial Number]
AADBEDBIAFEGLAZFE 3

[Not Beforel
1172172816 2:16:41 AH

[Not Afterl
11/16/2826 2:83:44 AN

[Thumhprint 1
AAREDS4F1D1FFR5EAC211A775FIEG B DERA4AS722

he server certificate is not valid.

JARNING: THE DEFAULT BEHAUIOR UPON INUALID SERUER CERTIFICATE WILL CHANGE IN A FUTURE RELEASE. To
ensure scripts are not affected hy the change, use Set-PowerCLIGonfiguration to set a value for the
InvalidCertificateAction option.

fuccessfully connected to vCenter 172.16.185.24
egistering ScalelQ extension...

Log out, and then log bhack in to vSphere weh client. The plugin is downloaded upon login to the vSphere
webh client. After you have logged hack in. press ENTER.

FRROR: The process 528" not found.
Disconnecting from the vCenter 172.16.105.24...

l - Register Scalel0 plug-in

? - Unregister Scalel0 plug-in
3 — Create SUM template

4 - Exit the script

Figure 57 Run Script - ScalelOPluginSetup-2.0-7536.0.ps1
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Close any browser accessing the vCenter Web Client, and then reopen it. The plugin should
be registered.

L__'p: 172.16.105.20 - Remote Desktop Connection

@ wiphere Web Client x

& ScalelD 2.0.0.2 downloar

n ScalelO Software Definec X

&« C | A BT mgmt0 1ve0 1.dellemclocal Avsphere-dient/? csp#extensionl d%3Dvsphere.core. controlcenter.dorm aint/iew

There are vCenter Server systerns with expired or expiring licenses in your inventory. Manage your licenses Details

vmware* vSphere Web Client #=

Q Search

Navigator

4 Hosts and Clusters | e)

) § | {2} Home

Home |
avome |JECEEE

vCenter Inventory Lists > -
[J Hosts and Clusters by % ﬂ @ ‘Sé
uE T TS > vCenter Hosts and ViV and Storage Networking Content
] storage b3 Inventory Lists Clusters Templates Libraries
€ Networking by
s+ Policies and Profiles by @ @ e
Si0 4
&3 Hybrid Cloud Manager > Q <
¥ i Hybrid Cloud vRealize EMC ScalelO Networking &
O R ST > Manager Orchesfrator Security
=5 Networking & Security >
&% Administration $ | Monitoring
|5 Log Browser ¥ Q ) g} |—E_; M
EE Events Task Console Event Console Host Profiles VM Storage Customization vRealize
Policies Specification Operations -
0 Tags Manager Manager
@ New Search Administration
[ saved Searches by .
N & i .
4 oz
Figure 58 vCenter Web Client
At the PowerCLI prompt, press Enter.
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7.1.2 Create a ScalelO template
Run the .PS1 script again. Choose 3.

Type the name of your vCenter datacenter.

Type the path to the ScalelOVM_2nics_2.0.7536.0.ova OVA file.

B YWhlware vSphere PowerCLl 6.3 Release 1

owerCLI C:“\Scalel0_UHware v2.8%Scalel0_2.8.8.3_Conmplete_UHware_SYW_Download:yBcal
el0_2.8.8.3 _vSphere Plugin_Dounload\EMC—Scalel0—vSphere-plugin—installer—2.8-753
B> SBcalelOPluginSetup—2.8-7536.8.ps1

ndlet Scalel0PluginSetup-2.8-7536.8.psl at command pipeline position 1
Fupply values for the following parameters:

(Type ¥? for Help.>

Center: 172.16.185.22

sername: adminisztratorfvzphere.local

Passwopd: s

hoose mode:
— Register Scaleld plug-in
2 — Unregister Scalel0 plug—in
3 — Create SUM template
4 — Exit the script

e lcome to Scaleld Plugin Create SUM Template Utility

Enter a datacenter name: NFU_MGMI_DC

Datacenter is: NFU_MGHMI_DC

Enter the path of the 5UM’s OUA: ScalelOUHM_Znics_2.8.7536.8.0va

OUA_full path is: ScalelQUM_2nics_2.8.7536.B.o0va

Enter a list of datastorez (max 8>, each need to have at least 18GB of free capa

ity. on wvhich the templates will be created. To finish, enter a hlank datastore

Datastores ESX18-DSB2

Datastores ES¥11-DS@1

Datastores ESX12-DSB1

Datastores ESX1B-DSB1

Datastores ES¥12-DS@2

Datastores ES¥11-D5S@2

Datastores H

atastores: ESH18-DSA2 ESX11-DE@L ESR12-DEM1 ESK1@-DEA1 ESX12-DS@A2 ESH11-DS@2
onnecting to vCenter 172.16.185.22...

JARNING: There were one or more problems with the server certificate for the
erver 172.16.1085_22:443:

The X589 chain could not be bhuilt up to the root certificate.
The certificate’s CN name does not match the passed value.

ertificate: [Subject]
C=U5, CH=mgmtBivchl.dellemnc.local

[Izsuer]
QU=UMuware, O=mgmtBipschl.dellemc.local, $=California,. G=US5, DC=local,
DC=vzphere. CN=CA

[Serial Number]
AACE48D?4D4A5EDF98

Figure 59 Enter datacenter name
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-2 Widware vSphere PowerCLI 8.3 Release 1
C=US, CH=mgmtAlvchl.dellemnc.local

[ITssuer]
OU=UHvare. O=mgmtBlipschl.dellemc.local. S=California. C=US. DC=local.
DC=vsphere. CH=CA

[Serial Number]l
BACE48D9 40485 EDF?8

[Mot Beforel
11-14-2016 4:42:38 AM

[Not After]
11/9-20826 1:34:22 AM

[Thumbprint]
4B4BSABADDAAE3196 BEFFBECBCFGB52F166D938D

he server certificate is not valid.

JARNING: THE DEFAULT BEHAVIOR UPON INUALID SERVER CERTIFICATE WILL CHANGE IN A
FUTURE RELEASE. To ensure scripts are not affected by the change. use
Set—-PowerCLIConf iguration to szet a value for the InvalidCertificatefiction
option.

Successfully connected to vGenter 172.16.1085.22

Folder EHC Scalel0 (NFU_MGHT_DC> already exist

reating Temp SUM from the provided ova on host 172_16.185.18._.

emp SUM was successfully created

OUA version is: 2.A.7536.8

reating template EMC Scalel0 SUM Template <v2.8.7536.8> 1 from the temporary SU
on host 172.16.105%.18 and datastore ESX18-D5B2

he template EMC Scalel0 SUM Template <w2.@A.7536.8> 1 was successfully created
reating template EMC ScalelQ SUM Template <(v2.8.7536.8> 2 from the temporary SU
on host 172.16.160%.11 and datastore ESX11-DSA1

he template EMC Scalel0 SUM Template (w2 .B.7536.8> 2 was successfully created
reating template EMC Scaleld SUHM Template <v2.8.7536.8> 3 from the temporary SU
on host 172.16.105%.12 and datastore ESX12-DSA1

he template EMC Scalel0 SUM Template (v2.8.7536.8> 3 was successfully created
reating template EMC Scalel0 SUH Template <v2.8.7536.8> 4 from the temporary U
on host 172.16.105%.18 and datastore ESX18-DSA1

he template EMC Scalel0 SUM Template ¢w2.@A.7536.8> 4 was successfully created
reating template EMC Scalel0Q SUM Template <v2.A.7536.82> 5 from the temporary SU
on host 172.16.10%.12 and datastore ESX12-DSB2

he template EMC Scalel0 SUM Template (vw2.@B.7536.08> 5 was successfully created
reating template EMC Scaleld SUHM Template <v2._B.7536.8> 6 from the temporary SU
on host 172.16.105%.11 and datastore ESX11-DSB2

he template EMC Scalel0 SUM Template (v2.8.7536.82 6 was successfully created

Deleting temporary SUM. ..

emporary 5UM was successfully deleted

hoose mode =

Figure 60 Creating ScalelO SVM Template

-] Whiware vSphere PowerCLI 6.3 Release 1

netTPouerCLICunEiguration to set a value for the InvalidCertificatefiction

fuccessfully connected to vCenter 172.16.185%.22

Folder EMC Scalel0 (MFU_MGMI_DC» already exist

reating Temp SUM from the provided ova on host 172.16.1605.18...

emp SUM was successfully created

OUA version is: 2.08.7536.8

reating template EMC Scalel0 SUM Template (v2.8.7536.8> 1 from the temporary SU
on host 172.16.185.18 and datastore ESX1B8-DSB2

he template EMC Scalel0 SUM Template <v2.8.7536.8) 1 was successfully created
reating template EMC ScalelQ SUM Template (uv2_A.7536.8> 2 from the temporary SU
on host 172.16.185.11 and datastore ESX11-DSB1

he template EMC Scalel0 SUM Template <v2.8.7536.8) 2 was successfully created
reating template EMC Scalel0 SUM Template <(uv2.@8.7536.8> 3 from the temporary SU
on host 172.16.185.12 and datastore ESX12-DSB1

he template EMC Scalel0 SUM Template <v2_8.7536.8) 3 was successfully created
reating template EMC Scalel(Q SUM Template <(v2.8.7536.8> 4 from the temporary SU
on host 172.16.185.18 and datastore ESX18-DS81

he template EMC Scalel0 SUM Template (v2_.8.7536.8) 4 was successfully created
reating template EMC Scalel0 SUM Template <v2.8.7536.8> 5 from the temporary SU
on host 172.16.185_12 and datastore ESR12-DS@2

he template EMC Scalel0 SUM Template <v2.8.7536.8> 5 was successfully created
reating template EMC Scalel( SUM Template <v2.8.7536.8> 6 from the temporary SU
on host 172.16.185%.11 and datastore ESX11-D5@A2

he template EMC Scalel0 SUM Template <v2.8.7536.8) 6 was successfully created

Deleting temporary SUM. ..

emporary SUM was successfully deleted

hoose mode:
— Register Scaleld plug—in
— Unregister Scalel0 plug—in
— Create SUM template

g —4Exit the script

owerCLI C::ScalelO0 UMware v2._B58calelQ_2.8.8.3_Complete_ UMuware_ SW_Dounload-Scal
el0_2_8.8.3_vEphere_ Plugin_Download“EMC-ScalelO0—vSphere—plugin—-installer—2.8-753
]

Figure 61 Register ScalelO with vCenter

Note: In this solution, the ScalelO template will be installed on three of the management
cluster ESXi hosts. So, provide the datacenter name of each ESXi host to create a ScalelO
template.
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Observe the template is created (The example shows six templates, but only four are
required for each vCenter).

Management VC ScalelO templates:

@ mamt01vicOl.dellemclocal - wSphere Client
File Edit ‘iew Inventory Administration  Plug-ins  Help

E |E} Home [ gF] Inwentary D% YMs and Templates
nir @8 &R e DR

= E:E mgmtd1vedl . dellemc.local ' CD-3.1-cell-1
= MFY_MGMT_DiC ]

= Eﬁ’ Discoverad virtual machine

(i3 Jumphost

ﬁ? Jurnphiost-B

(3 Win2kiZADDNS
B [ EMC Scalel (MFY_MGMT_DC)

@ EMC ScaleI0 SYM Template (v2.0.7536.0) 1

@ EMC ScaleI0 SYM Template (v2.0.7536.0) 2
@ EMC Scalel 34 Template (w2.0,7536.00 3
J

= [ - - 3 |
Sumnmary - Resource Allocation | Performance | Ta

Getting Started %

What is a Virtual Machine?

A virtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual

machine is called a guest operating system.
EMC ScaleI0 S Template (v2.0.7536.00 4

EMC ScaleI0 SYM Template (v2.0.7536.0) 5

@ EMC Scalels 34 Template (w2.0.7536.00 &
= 'i':? FgmE-F5!

(3 NSX Manager-1

(i3 NS _Controller-11

NS¥_Controller-12

Uiy NSH_Controller-13
B [ Momt-ve

@ mgmt01pscil

@ rmgrak01we01
B [ ResC

@ Res-MS¥-Manager-2

@ RES-PSC

o

RES-VC ] ]
o — 00 Suspend the virtual machine

Cent05-MNFS

)
5oL
)
Lo

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to
consolidate server applications.

In vCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines.

Basic Tasks

Shut down the virtual machine

=
(i)

2§
G Edit virtual machine settings

w1 omalle? -

Figure 62 Management VC ScalelO templates

Follow the similar procedure mentioned in Section 1.1.1 and Section 1.1.2 of ScalelO User's
Guide to register the ScalelO plugin and create the ScalelO template on the second vCenter
Server (The Edge and Resource VC)

Resource & Edge VC ScalelO templates:
[ momt0Tve0d. dellemeclocal - vSphere Client
Eile Edit Wiew Ipwentory Administration Plug-ins  Help
E |E} Home [ ﬁﬂ Invenkary [ I?a W= and Templates
+  E
¢ H
= (e [mgmk01ve0z. delleme.local |
B [fy ResDC

Eff? Discovered virkual machine
3 MSHConkraller-1

mgmt01vc02.dellemc.local ¥Mware ¥vCenter Server, 6.0.0, 3634794

Dakacenters - Wirtual Machines ! Hosts

zetting Started

H [£F EMC Scalelo (Res-0C)
1 EMC Scalell 54 Template (v2.0,7536.0) 1
51 EMC ScalelO SYM Template (v2.0,7536.0) 2
1 EMC ScalelD SWM Template (v2.0.7536.0) 3
(s M3XController-2

What is the Virtual Machines & Templates View?

This view displays all virtual machines and templates in the
inventory, arranged by datacenter. Through this view you
can organize virtual machines into folder hierarchies.

3 MS¥Controller-3

Basic Tasks

Create a datacenter

Figure 63 Resource & Edge VC ScalelO templates
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7.1.3 Configure a ScalelO cluster
In the vCenter Web Client, click ScalelO on the home screen:

&« & | A b-ttﬁ's'://mgmtOWcO‘l.dellemc.Iocal;‘usphere-clientﬁ’csp#extensionld%EDcom.emc.ecs.scaleioGIobaIView
ware* vSphere Web Client f= Updated at M U | Administr Q Search
Navigator X | EJ) EMC ScalelD
4 Home L0
e EMC ScalelO v2.0-7536.0
() vCenter Home = EMC Scaleld is software that
1 Virtual Machines » creates a virtual SAN from local
server-hased storage to deliver
6 vApps _ > elastic and scalable performance
VM Templates in Folders > and capacity on dermand. Scalelo
ContentLibraries » converges storage and compute
~ Resources
(5 vCenter Servers 4 Basic tasks Advanced tasks
Datacenters 8 Install SDC on ESX Advanced setlings
[ Hosts 3. _
@ Clusters N Deploy ScalelC ervironment Show server lag
& Resource Pools > Fegister Scaleld systemn Show S0C upgrade process
[ Datastores > lUpdate SOC parameters
9 Datastore Clusters >
€3 Networks »
o Distributed Port Groups >
&= Distributed Switches >
+ EMC ScalelO
] scalelo Systems >
(%) Protection Domains »
[ Storage Pools b
[§ spss >
2 sDCs b
Figure 64 Configure ScalelO cluster
Click Install SDC on ESX:
Select the hosts on which SDC will be installed. For each one, type the root password in the
box provided, then click Install.
Install SDC on ESX ()

Selectthe ESXs on which you want to install the SDC

ESx Install S0C ESx Root Fasamard

"’ﬂ mogmitd1ivel 1. dellermc.local
¥ [y MFY_MGNT_DC
¥ FHMFY_MGMT_Cluster
B1rz1610510
Brz16.105.11
B1rz1610512
¥ 3 mgmtoive0z dellemc local
v Com-D
TﬁCDm-cluster
B1rz1610516
B1rz1610517
B1rz161051¢8

ODOODODODDODOO0NOLE

[] Show passwaords

L mMaote: to install ScalelD VB, hosts acceptance level will be reduced to PatherSupport (ESH 5.5) or
Wiiwaresccepted (Esx 6.0 and above) if current level is higher

nsta Cancel

Figure 65 Select hosts to install SDC
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(%

-

Install SDC on ESX

Selectthe ES¥s onwhich you want to install the SDC

ESx Inztall S0C ESX Root P asaword
‘n‘_: mamtdvc01 .dellemc. local
¥ [y NFY_MGMT_DG
¥ [ MFY_MGMT_Cluster
B 17216.105.10
B 172.16.105.11
B 1721610512

d mamtdvc02 dellemc.local

v Com-Dc

"’ﬁCDm-cluster
1721610515
B 1721610517
B 1721610515

EEEEEHEEEEEE

[w] Show passwords

A Mote: toingtall ScalelD VB, hosts acceptance level will be reduced to PartherSupport (ESH 5.5) ar
Whlwarebccepted (Esx 6.0 and above) if current level is higher

Install ] [ Cancel
Figure 66 Enter ESX Password
Install SDC on ESX @c,,

SDC installation progress:

ESx 1a Status Errar
1721610510 k& Finished
172168.105.11 & Finished
17216810512 & Finished
17216105132 k& Finished
17216.105.14 k& Finished
1721610515 k& Finished
1721610516 & Finished
172168105817 & Finished
17216.1059.18 k& Finished

s The operation completed successfully

A Mote: toinstall ScalelD WIB, hosts acceptance level will be reduced to PatnerSupport (ESX 5.48) ar
WiiwareAccepted (Esx 6.0 and above) if current level is higher

Finish | [ Close

Figure 67 Installing SDC on ESX

Click Finish and reboot each host.
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7.2 Configuring ScalelO

Once the hosts have been rebooted, log back into the vCenter Web Client and click ScalelO.

Before deploying the ScalelO environment, select the Enable VMDK Creation option from
the Advanced Settings.

&« (& [A b-?tpg:ffmgmt01vc01.dellemc.Iu(alfusphere-C\ient}?(sp#extensionld%SDcum.emc.ecs.scalemGloba\V\ew

Enable VMDK creation %)

Enable RDMs on non Parallel SC 8l confrollers O

Allow the take over of devices with existing signafure D

Allow using non-local datastores for ScalelD gateway I:|

Parallelism limit

Figure 68 Enable VMDK Creation

7.2.1 Create New Scale 10 System

Click Deploy ScalelO environment.

&« C | A bHpT//mgmt01wcd1.dellemclocalirsphere-dient/? cspfextension| d%30com em c.ecs.scaleioGlobalview 8 g

Scalel0 VMware Installation Wizard

llation type

Select an installation option:
2. Add ES¥ hosts to cluster (=) Create new Sealel0 system
3. Select management camponents /) Add servers to a registered ScalelO system -
4. Configure Performance, Sizing, Syslog ) Deploy ScalelO Gateway for a registered Scaleld systerm -
5. Configure Protection Dormains

6. Configure Storage Pools

7. Create Fault Sets (optionaly

8. Configure Uporade Components

9. Configure networks

10. Review summary

[] Prepare environment without configuring ScalelO.

Back || Mext Finis

Figure 69 Deploy ScalelO environment

Enter a system name and password for the admin account. Click Next.
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[ C A b-tt‘ﬁ:f;‘mgmtOWcOW.dellemc.IocaI,"vsphere—client,f’?csp#extenswonld%EDcom.emc.ecs.scalewoGIobaI\:‘iew hd H

ScalelO ViMware Installation Wizard

. Selectinstallation type
Enter a name for the new ScalelQ system:

2

. Caonfirm license

Systern name: |scaleinmgmt |

Enter a password for the "admin" user:

=

Add ESX hasts to cluster

Enter a passward |"“*“‘“‘““* |

2]

. Select management components

Confirrn the password |""“*‘*"‘* |

6. Canfigure Perfarmance, Sizing, Svslog
7. Configure Protection Darmains Faszaword must meet the following criteria:
- Between & and 31 characters
8. Configure Storage Pools .. - Include atleast 3 of the following groups: [3-2), [A-2),
[0-9], special chars (d@#F .0
9. Creats Fault Sets (optional) - Mowhite spaces
10.Add SDSs

11. Add devices to SD5s

12.Add 5DCs

13. Configure Upgrade Components
14, Select VA template

158 Configure netwaorks

16. Configure SV

Back Mext Finish
Figure 70  Enter System Name

7.2.2 Select ESX hosts for the ScalelO System

From the drop-down box, select your vCenter.

Select the hosts you wish to configure and click Next.

[ C A b-tt‘ﬁ:,-",fmgmt01vc01.dellemc.IocaI,"vsphere—client}?csp#extensionld%SDcom.emc.ecs.scaleioGIobaI\f\ew hd H

ScalelO VMware Installation Wizard

. Selectinstallation type
2.

. Create new systermn

Confirm license |mamto1veot delleme local |v|

w

Select at least 3 ESX hosts for the ScalelO system:

~ (5] mamt01vedd delleme. lacal

wm

. Zelect management components
- [ MFY_MGMT_DC

o

. Configure Performance, Sizing, Syslog
v i V] MPY_MGMT_Cluster

-

. Configure Protection Domains
B [v| 17216.105.10

m

. Configure Storage Pools
B [v| 172.16.105.11

w

. Create Fault Sets (optionaly
@ v] 17216105812
10. Add 5D5s
11. Add devices to SDSs
12 Add 5DCs
13. Configure Upgrade Components
14. Select OVA template

14, Configure networks

16, Configure S

Back Next Finish

Figure 71  Select ESX hosts for the ScalelO System
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7.2.3

&«

Add MDM hosts

Select which system should host a Meta-Data Manager (MDM) or tiebreaker. The

management cluster has only three nodes or ESXi hosts.

C A b&ﬁ:f,“m gmtd lwcd1.dellemclocal fivsphere-client/? copfextensionld®30com . em cecs scaleioGlobaliew

ScalelO VMware Installation Wizard

. Selectinstallation type

=]

. Gonfirm license

o

. Create new systern

4.

Add ESH hosts to cluster

o

1

. Configure Protection Domains

@

. Configure Storage Pools

9. Create Fault Sets {optional)
10. Add SDEs

11. Add devices to SDSs

12 Add SDCs

. Configure Performance, Sizing, Syslog

13. Configure Upgrade Components

14. Select OWA template
16, Configure networks

16. Canfigure SWhi

Select ESX hosts for Scalel0 components:

(=) 3-node cluster

Initial Master MDM. | 172.16.105.10

|~ |Manager1

Wanager MDM: (172.16.105.11 [ ] [Manager2 |
TieBreaker MDM. [ 172.16.105.12 [+ [mB1 |
Optional:

Standby Manage: | [~ ] [standby1 |
Standby Manager. | [ -] [Standsy2 |
Standby TE: \_ || [Standsy3 |
Standby TE: \: [+ [Standaya |

Figure 72 Meta-Data Manager

Click Next.

Select MDM, SDS and SDC check boxes and then click Next.

Back

Next

&« C | A bHps gm0 Tveddellemnclocal irsphere-client/? csp#extensionl d %30 com emc ecs scaleioGlob alView

AT vSnhera

\/ Meb Clier
ScalelO VMware Installation Wizard

Barch

. Selectinstallation type

=

Confirm license

w

. Create new system

4 Add ESX hosts to cluster

23

Caonfigure Petfarmanc

P

=

o

10 Add 8DEs

11. Add devices to SDSs

12 Add SDCs

13 Configure Upgrade Components

14, Select OWA termplate
15, Configure networks

16. Configure SV

. Select management cormpanents

Caonfigure Protection Domains
Configure Starage Pools

. Create Fault Sets (optional)

Configure Performance profile, Sizing, Syslog and DNS servers (optional):

Select the

to be confi

[ MDM 4 sDS [W] sDC

g

d as high perft

Select the size (in terms of system capacity and number of volumes) of the system:

() Custom size:

(=) Standard size (up to 1 PB capacity and 100,000 volumes)

Maximum capacity the system should manage (in TB):

Maxi ber of vol

[] Configure syslog

DNS Serer Configuration

that will be created in the system:

DHS Servers:  172.16.105.50

| [onsserer2

- L Perforrmance profile and sizing affects the Sealel0 vinual machine memory cansumation

Figure 73 Select MDM, SDS, SDC check boxes
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7124 Add Protection Domain

Enter a Name for the new Protection Domain, click Add and then click Next.

<« C | A b#pP%//mgmt01ve0 . dellemclocal frsphere-dient/f csp#extension| d%30com emcecs.scaleioGlobalView b4

ScalelO ViMware Installation Wizard

1. 8elect installation type . .
Add new Protection Domain to ScalelO system:

2. Canfirm license

3. Create newr systern Pratection Darmain name:
4. Add ESX hosts 10 cluster RAM Read Cache size per SDS: 128 MB E{
5. Select management components
&. Configure Performance, Sizing, Syslog
¥- CORIETS FEEmimR e Existing Protection Domains in ScalelO system:
8. Configure Starage Pools
Frotection Domain Nams Rt Read Cache Size (in ME)
9. Create Fault Sets (optional) pdmamt 128
10.Add EDEs

11. Add devices to SDSs

12, Add EDCs

13. Configure Upgrade Components
14. Select OWA termplate

14. Configure networks

16. Configure SYh

Back Next Finish

Figure 74  Protection Domain name

7.2.5 Add Storage Pools

In this environment two storage pools have been created; sphdd (low performance pool with
HDDs) and spssd (high performance pool with SSDs).

Type a name for the Storage Pool and click Add, followed by Next.

< C | A b#5//mgmt01vc01.dellemclocal frsphere-client?esp#extensionld %30 com.emc.ecs.scaleinGlobalview ¥

ScalelO VMware Installation Wizard

1. Selectinstallation tvpe .
Create a new Storage Pool in the ScalelO system:

2. Confirm license

3. Create new systern Storage Fool name:

4 Add ES¥ hosts to cluster Parent Protection Domain: | pdmgmt [+

[ Enable zero padding i
[] Enable Ricache

8. Belect anagement components

B. Configure Performance, Sizing, Syslog

7. Configure Protection Domains

New and existing Protection Domains and Storage Pools:

9. Create Fault Sets foptional) - ([ pdmgrnt
£ sphdd
10 Add 8D8s 8s»
[ spssd

11. Add devices to SDSs

12 Add 8DCs

13 Configure Upgrade Compaonents
14, Select OV termplate

15, Configure networks —

16, Configure S -

Back Next Finish

Figure 75 Storage Pool name

Click Next.
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&« C | A bHPEA/mgmt01wc0 dellemclocal frsphere-client/?csp#extensionl d%30com emc.ecs.scaleinGlobalview b g :

Q Seatch

ScalelO Viware Installation Wizard

. Belectinstallation type .
Create new Fault Sets for the ScalelO system (optional):

2. Confirm license

3. Create new system Fault Set name

4. Add ESX hasts to cluster Select Protection Damain: | -]

5. Select management compaonents Add

=

Configure Performance, Sizing, Syslog

-

. Configure Protection Domaing
Existing Fault Sets in ScalelO System:

@

. Zonfigure Storage Poals

(& pdmaormt

10, Add 3083

11. Add devices to 5DEs

12 Add 5DCs

13. Configure Upgrade Components

14. Select OV template Re
15. Configure networks

16. Configure 5w

Back Next Finish

Figure 76 Fault Sets

7.2.6 Add SDS Hosts

A ScalelO Data Server (SDS) resides on each host that contributes storage. In this case, an
SDS will exist on each ESXi host.

Select all hosts and click Next.

e C | A bers//mgmt0ived ] dellemclocalfvsphere-dient/fespiextension d%3Dcom.emcecs scaleioGlobalview r H

LV a4 T \
icalelO VMware Installation Wizard

Select installation type
Select ESXs to add as SDSs to ScalelO system:

2. Gonfirm license ClusterESX sps Frotection Domain Fault Set
3. Create new system v NFY_MGMT_DC 4 [ pdmamt -
v Cpdmaomt | = |
4. Add ES¥ hasts ta cluster P _bGhT_Guster 4 _pdmomt | - )
B 17z18.108.10 4 [ pdmgmt -
4. Select managerment components B
1721810811 ™ pdmgmt
6. Configure Perfarmance, Sizing, Syslog E 1721610512 = 'W-

-

Configure Protection Domains

@

Configure Storage Pools

@

Create Fault Sets (optional)

1. Add devices to SDEs

12 Add SDCs

13, Configure Upgrade Components
14, Select OvA ternplate

15, Configure netwarks

16, Configure S

Back Next Finish

Figure 77 Select all hosts

Select the disks you would like to use and their respective storage pool. Click Next.
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7.2.7 Add Devices from SDSs for Storage

A BEE mgmt0Tve0.dellern clocal frsphere-client/7csp#extension d %30 corm emcecs scaleioGlobalview

Assign ESX host device use:

- MEY_MGMT_DC Infarmation | Select devices | Replicate selection

~ [ MFY_MGMT_Cluster
Dewice Mame Free 0&B) S50 Far Rfcache For 505 Create WDk Storage Pool
B 1721610511 420Zecelanni fo? 5030061 ha4 389 O =4 7] [ sphdd (... v
§ 1721610512 }
1702ecel alll fc7 50200704 552 O [l sphdd (... -
1202ecelalll fc7S06L0CTAG5TS 185 O =l gl [spssd (.. -

evices contains WMF S partitions that will be deleted when added o Scalell

ouse over grayed out devices for details

B s i o e Cmlmet ol msamilobale o oiene Llnm e bt ol el e o
o =

Capacity 0f 2.7 TB selected

Support |0 TE % of additional capacity per SDS without reguiring a restart i)

[ Back |[ Next Finish Cancel

Figure 78 Select disks to use for storage pool

A bHET mgmt0Tved.dellemclocal fvsphere-client/7 csp#extensionld 30D com . em cecs.scaleioGlobalview

Assign ESX host device use:

- MNFY_MGMT_DC Information | Select devices | Replicate selection

~ [y MFY_MGMT_Cluster
Device Hame Free (GBE) S50 Faor Rfcache FarSDS Create WhDK Storage Poal
B 1721610510
Inzozecezgomrbembdumacgaa 246 O =) | [ sphad ... -
B 1721610512
430Zece2a001 fhefldd0S@2ede 260 | ~ [sphad (... -
4202ece29001fbeB1 ec09dadick 185 v | 1 | [spssdi.. -
J

evices contains WMF S panitions that will be deleted when added to Scalelo

ouse over grayed out devices for details

B i s e Cmlmet mll muemil oo clesieme Ll et m el masie o e
o .

Capacity of 2.7 TB selected

Z" of additional capacity per SDS without requiring a restart i

[ Back |[ mext Finish Cancel

Figure 79 Select disks to use for storage pool

Support |0 TE
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A BHEE gm0 Twe0 . dellemclocal frsphere-client/?osp#extensionl d %30 cam.em cecs.scaleioGlobalviews

Assign ESX host device use:

- MFY_MGMT_DC Informatinn | Select devices | Replicate selection

~ [ MFY_MGMT_Cluster

Dewice Hame Free (GE) S50
B 1721810510
B 172181051 4202ece28001hesS9r3I0cHrass a7
Fins1z2
HW20ZeceZa00] hesalo0alaTGas 346
1202ecedB001fhes5a?a1043cc38 1845 w

ouse over graved out devices for details

S TIPSO TSP P ey Smlmed Al mnemila b Lo el e e e
-

Capacity 0f 2.7 TH selected

Support |0 TE % of additional capacity per SDS without reguiring & restart i)

Far Rfcache

(|

O

For SDS

evices contains WMFS partitions that will be deleted when added to ScalelQ

TR TETP PR [ R P P,

Create WhiD

Starage Fool

sphdd (... -
sphdd ( -
]

spssd (... -
=== e 17

[

Back

J

MNexd

Fin

ish Cancel

Figure 80 Select disks to use for storage pool

7.2.8 Select SDCs

The ScalelO Data Client (SDC) sits on each host that needs to access data served by the
SDS. As there are only three nodes in this example, each host utilizes an SDC.

Select each host and type the root password in the box provided, followed by Next. From the

drop-down box, select Disable, followed by Next.

< C A b-ﬂ‘ﬁ:ffmgmtmvcm .dellemclocalfvsphere-client/? csp#extensionld%30com.em cecs.scaleioGlobalview T
lel0 VMware Installation Wizard
Select ESXs to add as SDCs to ScalelO system:
2. Confirm license
Select ESXs to add as SDCs:
3. Create new system
ClustevESX spC ESX Root Passmord
4. Add ES® hosts to cluster v KFV_WGMT_DC ™ |M
5. Select management companents ¥ [ NFV_MGMT_Cluster v |
172.16.108.10 v o

6. Configure Performance, Sizing, Syslog g = |

H1rz16108.11 v [
7. Configure Protection Domains

EREERTRICRE] v [
8. Configure Storage Pools
a. Create Fault Sets (optionaly
10. Add SDSs
11. Add devices to SDSs
13. Configure Upgrade Components [] Show passwaords
14. Select 04 template

Enable/Disable SCSI LUN number comparison for hosts: | Disable | - |ae
15. Configure networks : .
16. Configure SWM =
Back Next Finish

Figure 81 Select SDCs
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Choose a host to run the ScalelO Gateway, and type a password in the box provided,
followed by Next.

< C A b mgmt0 vl Tdellemclocalfvsphere-client/? cspfextensionl d %30 com.em cecs.scaleinGlobalview hd

lelO ViMware Installation Wizard

. Selectinstallation type )
ScalelO Gateway configuration:

=]

- Gonfirm license The ScalelQ Gateway is used to collect logs and upgrade SoalelD components.

w

. Create new system e
Select an EZX host for the Scaleld Gateway virtual machine: | Automatic | - |

.

. Add ESH hosts to cluster

Enter a passwaord for the Gateway admin user: |"""""""‘"’ |

o

. Select management components

Confirm the password |“"*""‘*‘* |

=

Configure Performance, Sizing, Syslon

-~

. Gonfigure Protection Domains

@

. Configure Storage Pools
LIA Configuration
4. Create Fault Sets (optional) L . .
The LIA& is installed on the S%hs to enable communication with the ScalelD Gateway.

10. Add BDSs The LIA password must be the same across all ScalelD components in the same ScalelD system

11. Add devices to SDEs

Enter a password |"‘"""‘""‘* ‘

12 Add BDCs

Caonfirm the password |“"*‘*‘*‘* ‘

Fassword must meet the following criteria;

14. Select OWA template - Between & and 31 characters
- Include at least 3 ofthe following groups: [a-2), [4-Z],
15, Configure networks [0-9], special chars (@S ...}

- Mo white spaces
16. Configure SV -

[ Back |[ mNext || Finish

Figure 82 Enter password for ScalelO Gateway

A ScalelO virtual machine will be deployed from each template to each ESXi host. Each VM
will run a SDS for serving storage and a MDM for managing storage. The SDC, which will

consume the storage, is embedded directly into ESXi.

Type a password in the box provided. This will be the admin password for each ScalelO
virtual machine once it has been deployed.

< C | A b#pr%//mgmt01vcdl.dellemclocal frsphere-dient/? cspifextension d%3Dcom.em cecs.scaleioGlobalView ¥
210 Viiware Installation Wizard

. Select installation type
Select an existing template for the ScalelO virtual machines (SVM):

2. Confirm license
3. Create new system
| Multiple iterns selected ‘ -
4. Add ESX hosts to cluster
4. Select management components ou must change the root password
6. Canfigure Perfarmance, Sizing, Syslog Enter a password

Configure Protection Domains Confirm the password

Configure Storage Pools

l

@

=

. Create Fault Setz (oplional)
10.Add D55
11. Add devices to SDEs

12 Add SDCs

13 Configure Upgrade Components

16, Configure netwvorks

16, Configure Sy .
[ Back |[ Nest |[ Finish

Figure 83 Enter password for ScalelO virtual machine
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7.2.9 Select ScalelO Template for SVM

From the drop-down box, select each template and click Next.

Select an existing template for the ScalelQ virtual machines (SVM):

| mMultiple items selected

|v|

[ EMC Scaleld SvM Template (v2.0.7536.00 4 (MNFV_MGMT_...
[+ EMC Scaleld SvM Template (v2.0.7536.01 5 (NEV_MGMT_..

[+ EMC Scaleld SVl Template (w2.0.7536.0) B (MEY_MGMT_ .

Figure 84 Select a template for SVM

7.2.10 Configure ScalelO Network

ScalelO Network Configuration

For each network, use the drop-down box to select the appropriate network. In the following

example, three port groups are created on the distributed vSwitch.

Click Next.

Configure each IP subnet as desired. When complete, click Next.

ScalelO Data Network 1:

Create New Data Network

Metwark narme:

Whikernel name:

scaleio-datal

scaleio-datal-vmk

WLAN 1D: 1
IMetwork type: [ 1Pva | - |
ESX Nama patabic | [£)] | % Whkemel IP | [#] | | W | YMkemel Subnst Mask
172.16.105.10 (vmnica (10000MBIs) (- - 192168.30.10 255.255.255.0
172.16.108.11 vmnic4 (10000MB/s) (... = 192.168.30.11 255.255.255.0
| ymnic4 (10000MB/s) {... - 192.168.30.12 255.255.255.0
*Mote that vSwitches (not distributed switches ) will be created

& Success

Wiew progress

Close

Figure 85 ScalelO Data Network 1
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ScalelO Data Network 2:

Create New Data Network (x)

Metwark name: sraleio_data

YWhikernel narme: |sca|ei0-dataz-vmk |

WLAN 1D ’D—B

Metwork type: |ﬁ|

E¥ Name pata NG | [#] | | % Whkemel 1P| [#] | | % | WMkemel Subnet Mask

172.16.105.10 "umnic5 (10000MB/s) (. + | | 182.168.40.10 155.255.255.0
172.16.105.11 "umnic5 (10000MB/s) (. + | ||182.168.40.11 155.255.255.0

vmnic5 (10000MB/s) (.. m I192.158.4D.12 l|255.255.255.0 I

*Mote that vSwitches (not distributed switches) will be created

OK ] [ Cancel

Figure 86 ScalelO Data Network 2

Provide the appropriate VLAN IDs for the above networks.

ware Installaion Wizard

tlectinstallation type )
Select networks that will be used on ScalelO VMs:

wnfirm license

eate naw system |ﬁ| Management netwark label. | DPortGroup 1 (.. |-

g ESxhoststolcluster |ﬁ| Data network label: [ scaleio-data1 liz) [ Create new network ]
lect management components |ﬁ| 2nd data netwark: [abel: |'sca|eio_data2 | - \ [ Create new network ]
wnfigure Performance, Sizing, Syslog

wnfigure Protection Domains

wnfigure Storage Pools H *Mote that "Create new network” dialog will create vSwitches (not distributed switches)

eate Fault Sets {optional)
dd BDSs

dd devices to SDSs

Ad B0Cs

sanfigure Upgrade Cormponents

ielect OV termplate

sonfigure Syhd

Finish Canc

Figure 87 Provide VLAN IDs
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7.2.11 Configure SVMs

Configure ScalelO Virtual Machine IP addresses and hosting Datastore

ESx Hame

1 T216.105.45 II255.255.255.D II1?2.1E.105.1 II1 92.168.3013 II255.255.

1721610510 (Master MDA
17216.105.11 (Slave 1 MO
172.16.105.12 (TieBreaker 1)

MamtIF | [#] % | Mamt Subnet Mask Default & ateway Data I | [#] k2 Data Su

=] [172.16.105.46 | [256255.265.0 | [17216.1081 | [192168.30.14 | [255.255.
= |1T2.16.1E|5.4T ||255.255.255.D | |1?2.15.1ns.1 | |192.168.30.15 ||255.255_
= |1?2.1E.105.48 ||255.255.255.D | |1?2.15.105.1 | |192.158.3D.15 ||255.255_

Back |[ Next Finish

Figure 88

Configure SVMs

Click Next. Review the Configuration and click Finish to complete the ScalelO Deployment.

. Selectinstallation type
! Caonfirm license
i Create new system

- Add ESX hosts to cluster

Select management components

i. Gonfigure Performance, Sizing, Syslog
" Configure Protection Domains

i Configure Storage Fools

Create Fault Sets {optional)
0.Add 5D5s

1. Add devices to SDSs

2. Add SDCs

3. Configure Upgrade Components
4. Select OWA template

A, Configure networks

6. Configure SV

Figure 89

Please review configuration y before installation beg
Murnber of 303s: 3
Murnber of 30Cs: 3
Murnber of ESks: 3
Murnber of 303 devices: 9

Mumber of RFCache devices: 0
Mumber of Protection Domaing: 1
Murnber of Storage Pools: 2

Total capacity (TB): 267

Click Finish to begin deployment or Back to make changes.

Review the configuration
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wCENLEN authentication required

Enter user name and password to connectto vCenter
mgmtl1vel1 . delleme.local:

Uszername: |administrat0r@vsphereIoca‘

Password:  |=] |

Figure 90 Enter Authentication

The Deployment Progress screen appears.

The ScalelO Deployment is completed.

7.3 Creating and Mapping ScalelO Volumes

Using the vSphere Web Client, select EMC ScalelO from the home page.

In the left-hand pane, click Storage Pools. Any pools that have been created will be listed.
Right-click a pool and select Create Volume.

Wodume namie: ;!#J.Q-\N1

Mumber of whlumes 1o creak: | 1

Woluriie &l (GH): | 200 B-

= Wt De A rulipie of 8

Vol e aning. [ Trims .
Use RAM Read Cache: [

o Map wilume o ESXE

Select ESXs:

[ mpred0 i vedd deBeme local
willy (¥ HPY_MGNT_Cluster

B ¥ 1721810500

I- | 172610501

B # 172810502

Figure 91 Select ESXs
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Scais|0 authenthcation regured

Frostskoning a Scaleld syslem
equings you 1 Brder the sdmin weer passward

Passwoed Confimation: |""'""""""

Figure 92 ScalelO authentication

Give the volume a name, configure the size, and select the SDCs (ESXi hosts) that will make
up the volume.

Click OK.

Click Close.

& The wolume has been successfilly created and mapped to the selecied ESxs

Figure 93  Volume successful created

The ScalelO Volume is created successfully and mapped to the respective ESXi hosts.

Create a VMware datastore on ESXi hosts to access the ScalelO Volume that was previously
created.

8 Install NSX

With NSX, virtualization delivers for networking what it has already delivered for compute and
storage. Three major components need to be installed in a vSphere environment to make
NSX fully operational. The components are

e NSX manager
e NSX controllers
e NSX edge gateway services

For additional information, please check the following:
(http://pubs.vmware.com/NSX-62/topic/com.vmware.|Cbase/PDF/nsx_ 62 _install.pdf)

57 Dell EMC + VMware Cloud Infrastructure Platform for NFV DEALLEMC
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide


http://pubs.vmware.com/NSX-62/topic/com.vmware.ICbase/PDF/nsx_62_install.pdf

58

8.1 Deploy NSX manager

Even though NSX has various components and completing the installation requires multiple
steps, similar to vCenter appliance, all the NSX components can be deployed from the NSX
manager virtual appliance. This makes the installation process simple and straightforward.

Locate the host machine in which to install NSX manager and select Deploy OVF template.

Locate the NSX manager appliance OVA file and click Next, Select the check box: Accept

extra configuration options and click Next.

Provide the IP address according to your environment.

Deploy OVF Template

Review details
Werify the OVF template details

1 Source
" 1a Selectsource
M o Reicwcetais
1c Accept EULAs options below and accept to continue the deployment.
2 Destination [] Accept extra configuration options
2a Select name and folder

& The OVF package contains extra configuration options, which poses a potential security risk. Review the extra configuration

Product NS Manager
2b Select storage
Wersion 6.2.0-2986609
2c Setup networks
Vendaor Viware, Inc.
2d Customize template
FPublisher ® VMware, Inc. (Trusted certificate)
3 Ready to complete
Download size 25GB
. . 3.3 GB (thin provisioned)
Size on disk
G0.0 GB (thick provisioned)
Description MESX Manager is the centralized network management component of ViMware NSX forvSphere. ViMware |+

MEX is the network virtualization platform that delivers the operational model of a VM for the network to

Extra configuration vshieldvmtype = Manager
vshieldvmversion = 6.2.0

vshieldvmbuild = 2936609
keyboard typematicMinDelay = 2000000

Back Next

Cancel

Figure 94 Review the OVF template details

Follow the installation instructions and steps in Setup Networks; ensure NSX manager is

deployed in the same port group that contains the vCenter appliance.

| Deploy OVF Template ) )
1 Source Setup networks
Configure the networks the deployed template should use
" 1a Selectsource
v 1b Review details Source Destination Configuration
v 1c Accept EULAs [VM Metwaork | v\| v]
" 2a Selectname and folder VBAN VI PG
" 2D Select storage
\/ IP protocal:  IFv4 IP allocation:  Static- Manual @
2d Customize template
3 Ready to complete
Source: VSMgmt - Description
This network provides connectivity to this virtual machine.
Figure 95 Setup networks
Configure the admin user password and CLI privilege mode password of your choice.
Dell EMC + VMware Cloud Infrastructure Platform for NFV s
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide DALEMC



& Al properties have valid values Show next. Collapse all ..

User must visit Web Ul or
+ CLI of NSX Manager to 2 settings
confirm the configuration.

CLI"admin™ User Password The password for default CLI user for this Y.

Enter passwaord

A EEEE |

Confirm passwaord

Fdkkh |

CLI Privilege Mode The passwaord for CLI privilege mode for this WM.
Password

Enter passwaord

TEREEIIE |

FEE R |

Confirm passwaord

Figure 96 Configure passwords

Click Show Next to configure the Host name, management IP address, mask and gateway.
Make sure to enable SSH service at the bottom of the page as well.

Metwork properties (When
DS, IP address, etc are left
» blank, these properties will 7 zeftings
be supplied by DHCP server
(LESS SECUREY}))

Hostname The hostname for this Wi,
|NS}( Manager |

Metwark 1 IPvd Address The IPvd Address for this interface.
‘1?2_15_105_21 |

Metwork 1 Metmask The netmask far this interface.
\255_255_255_0 |

Default IPvd Gateway The default gateway for this V.
\1?2.15.105.1 |

Figure 97 Configure network properties

Verify all configurations are properly configured, select Turn on VM.

8.2 Register NSX manager with vCenter

Open NSX manager by entering the NSX manager IP in a browser and use the login
credentials that were configured during the NSX manager deployment. Select Manage
vCenter Registration.

NSX Manager Virtual Appliance Management

.
Wiew Summary IBS cownioad Tech support Log
V& m Appli Setli 2° backup & Rest
. vianage Appliance Settings ackup estore
a Manage vCenter Registration :':.E Upgrade

Figure 98 NSX Manager Virtual Appliance Management

Click vCenter server Edit button and give the vCenter server IP, username and password,
Click Yes when you are prompted to trust the certificate.
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vCenter Server

Connecting to a vCenter server enables NSX Management Service to display the ViMware
Infrastructure inventory. HTTPS port (443) needs to be opened for communication between NSX
Management Service, ESX and VC. Far a full list of ports required, see section 'Client and User
Access' of Chapter 'Preparing for Installation® in the 'MSX Installation and Upgrade Guide”.

Ifyour vCenter server is hosted by a vCenter Server Appliance, please ensure that appropriate
CPU and memaory resensation is given to this appliance VY. After successful configuration af
vCenter on NSX Manager, you need to log out of any active client sessions on vSphere ‘Web
Client and log back in to enable M3X user interface components.

vCenter Server: 172.16.105.20
vCenter User Name: administrator@vsphere.local
Password: serneny|

Madify plugin script download location

| OK || Cancel

Figure 99 vCenter Server authentication

Logout and Login to the VMware vSphere web client. A new Icon appears as shown below

confirming the NSX registration is successful.

J Home |

Inventories

: — 5 ) )
& AT £l & 4 rJ (o
vCenter Hosts and Vs and Storage Metwarking Hybrid Cloud vCenter

Clusters Templates Orchestrator

Figure 100 Successful NSX registration

8.3 Deploy NSX controllers

.

Networking &
Security

To deploy the NSX controllers navigate to Home - Networking & Security = Installation and
select Management tab. Click on (+) sign under NSX controller nodes. Fill out all the details in

the Add Controller dialog box.

Note: Decide on a pool of 10 IP addresses to assign to NSX controllers

Dell EMC + VMware Cloud Infrastructure Platform for NFV
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Add Static IP Pool

Mame: = Controllers

Gateway: # | 172 16.105.1
A gateway can be any IPvd or IPvE address.
Prefix Length: =24

Primary DMS:
Secondary DMS:
DS Suffix

StaticIP Pool: = 17216.105.31-172.16.105.40

for example 192.168.1.2-192.168.1.100 ar
abcd: 8787 10-abcd: 878720

OK ][ Cancel

Figure 101 Add static IP pool

Add Controller (7)
NSX Manager: %[ 172.16.105.21 RS
Datacenter: % [ MWC EPC Demo DC |~
Cluster/Resource Pool: # | VIM RS
Datastore: :a| datastore_10 |~
Host: | 172.16.105.10 |+ |
Folder | Discovered virtual machi... | » |
Connected To: # | WM Metwork: Change Remove
IF Pool: # Controllers Select
Password: oo [

Confirm password: s | wesswsmres

OK ][ Cancel

Figure 102 Add controller

NSX Controller nodes

a9 |Q - |
Controller IP Address 1s] Status Software Version MN5X Manager
172.16.105.31 controller-1 4" Deploying 6.2.44780 % 172.16.105.21

Figure 103 Deployed NSX controller

Once the first controller is deployed, continue this process two more times to deploy three
NSX controllers.

N5X Controller nodes

& x [7] {® G Actions K=t -
Controller IP Address ) Status Software Version NSX Manager

172.16.105.33 controller-3 + MNormal 6.2.44780 %’.: 172.16.108.21

172.16.105.32 controller-2 " Mormal 6.2.44780 ‘i’.: 172.16.108.21

172.16.105.21 contraller-1 « Mormal 6.2.44780 L-ﬁ.: 172.16.108.21

Figure 104 Deploy additional NSX controllers

Note: Sometimes the deployment may fail, simply retry the process and it will succeed.
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8.4 Exclude VMs from Firewall

It is recommended that the vCenter VM be excluded from firewall protection. To do this,
navigate from Home = Networking & Security = NSX Managers = Manage = Exclusion
list. Click on the (+) symbol and add the vCenter VM to the exclusion list.

| Virtual Machine selector

Select from the available objects list on the left and move itto the selected objects list by double clicking the object or

using the arrow key.

Q Q -
Selected Objects

+ [f1 vCenter_5.5

Available Objects

1 items 1 items

Figure 105 Exclude the vCenter VM from firewall protection

8.5 Install NSX Kernel Modules

The host preparation process installs NSX kernel modules in the ESXi hosts that are members of vCenter
clusters and builds NSX control plane and management-plane fabric. To start this process navigate to

Home = Networking & Security = Installations = Host Preparation = Actions and select Install for
all the necessary clusters.

N5X Component Installation on Hosts

{5 Actions
Install Installation Status Firewall WHLAN
> ﬁhCGmpute W 620 + Enabled Mot Configured
L ﬁhVIM Mot Installed Mot Configured Mot Configured
Figure 106 NSX component installation
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8.6 Configure VXLAN

Determine the Vlan and Pool of IP address for VXLAN VTEPs. Navigate to Home 2>
Networking & Security = Installations = Host Preparation. Under the VXLAN column,
select Configure VXLAN. Create a pool similar to the NSX controller for VTEPs and assign
the pool here.

63

Compute - Configure VXLAN Networking (2] My
Switch: = | Compute ViLAN BN
WLAN: # |0
MTL: #9000
VMKNic IP Addressing. () Use DHCP
(+) Use IP Pool | VALANVTER | = |
WMEMNic Teaming Policy: = | Enhanced LACP | - |
VTEP: %
OK l [ Cancel ]
Figure 107 Configure VXLAN
Installation
Management HostPreparation | Logical Network Preparation | Service Deployments
NSXManager: (172.16.114.16 |7
|VJ(LAN Transport‘ Segment ID | Transport Zones
¥ BiEdge + Unconfigure Edge ViLAN o 9000 IP Pool Enhanced LACP 1
Q 172.16.114.111 + Ready vmk4 : 172.17.3.109
Q 172.16.114.109 + Ready vmkd4 : 172.17.3.112
Q 172.16.114.112 + Ready vmk4 : 172.17.3.111
E 172.16.114.110 + Ready vmkd : 172.17.3.110
v Eﬁcumpme  Unconfigure Compute VxLAN 0 9000 IP Pool Enhanced LACP 1

E 17216114105 + Ready vmk4 : 172,17 3.106
E 17216114108 + Ready vmkd 172173108
E 17216114107 " Ready vmkd4 : 172.17.3.106
Q 17216114106 " Ready vmkd : 172.17.3107

8.7

Figure 108 VXLAN preparation

Assign segment ID

The segment ID determines the total number of logical switches that can be created in a
given port group. NSX limits this number to 10,000 per port group and practically having 1000
segments is enough. To configure this, navigate to Home = Networking & Security 2>
Installations = Logical Network Preparation = Segment ID and click Edit.

Edit Segment IDs and Multicast Address Allocation

Provide a Segment ID pool and Multicast range unigue to this MSX Manager.

Segment ID poal: # [ BO00-6000

(In the range of 5000-16777215)

[ ] Enable Multicast addressing

Multicast addresses are required only for Hybrid and Multicast control plane modes.

OK ][ Cancel

Figure 109 Edit Segment IDs
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8.8 Add a Transport Zone
The transport zone controls which hosts can be reached by a logical switch. Transport zones
can reach across clusters. DLR and ESG can only do routing within logical switch in a single
transport zone. The transport zone should be designed with this in mind. In this setup, the
transport zone is spanned across both Compute and VIM.

== New Transport Zone 2

Mame: WxLAM Transport Zone

Description:

Replication mode: ) Multicast
Multicast on Physical network used for VXLAN control piane.
(=) Unicast
VML AN corntrol plane handied by MNSX Controller Cluster.
) Hybrid

Optimized Unicast mode. Offoads local traffic replication to physical nefworkc

Select clusters that will be part of the Transport Zone

Mame NS wSwitch Status
[ EJ compute = WxLAM DataSwitch & Mormal
[ Ep vim o= WELAM DataSwitch & Mormal
OK || cCancel

Figure 110 New transport zone

8.9 Create logical switch
A logical switch reproduces switching functionality in a virtual environment completely
decoupled from underlying hardware. When we have two logical switches as part of two
different logical networks, we need a distributed logical router to communicate between the
logical networks. To demonstrate logical switch functionality create two VMs with a single NIC

in each one of them.

v [la MWC EPC Demo DC | Top Level Objects | Hosts | Mrtual Machines

vApDS | Datastores | Datastore Clusters | Networks | Distributed Switches ‘
1§l Compute >

[ 172.16.105.12 W B (o | {GhActions - (B (Q Fite -
B 172.16.105.13 Name 1 a Stste Status Frovisioned Space Used Space Host CPU Host Mem

[ 17218108 Gk WinClane Powered On @ Mormal 2411 GB 6.92 GB 0 MHz 1,849 MB

5 172 16.105.15

(1721810813 Fp, Windows PowersdOn @ Normal 2011 GB 6.94 GB 0 MHz 2,966 WB
(5 winClone

(5 Windows

Figure 111 Create logical switch

Navigate to Home = Networking & Security = Logical Switches and select the (+) sign
to add a logical switch. Configure a name for the Logical switch and assign it to a transport
zone create and enable IP Discovery and MAC learning as needed.
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‘i New Logical Switch ) »
Mame: # [Winket
Description:
Transport Zone: & |VdLAN Transport Zone Change Remove

Replication mode: () Multicast
Multicast on Physical network used for VXLAN control plane.
(=) Unicast
VXLAN control plane handled by NSX Controller Cluster.
() Hybrid
Optimized Unicast mode. Offfoads local traffic replication to physical network.
[v] Enable IP Discovery
[v/] Enable MAC Learning

OK ][ Cancel

Figure 112 Create a new logical switch

NsXManager: [ 172.18.108.21 | ~)

$ |7 X B G = | Gactons - (@ Filter
Name 14 Status Transport Zone Seope Segment ID Cantral Plane Mode Desaription Tenant

2 CloneNet @ Normal == VKLAN Transport Zone Global 5001 Unicast virtual wire tenant
‘s WinNet @ Normal == VLAN Transport Zong Global 5000 Unicast virtual wire tenant

Figure 113 New logical switch (WinNet)

Click on add Virtual machine to assign the logical network to respective VM NIC ports.

3 CloneNet - Add Virtual Machines /\5: Y

+ 1 Select Virtual Machines Ready to complete
Review your settings selections before finishing the wizard.
+" 2 SelectvNICs

3 Ready to complete (=
(@ Firer =

Name Network Haost

WinClone S WinClone - Metwork adapter 1 (CloneMet) @ 172.16.108.15

Figure 114 Assign logical network to VM NIC ports

Once the VM to logical switch assignment is done, the distributed vSwitch portgroup will look
as follows.

-

2, vow-dvs-53vitualwire-1.. @ £y ¥ VxLAM DataSwitch-DVUplink.. €

WLAM ID: 3001 T Liplink 1 (0 MIC Adapters)
= Yirtual Machines (1) Lplink 2 (0 NIC Adapters)

» 2 1ag1 (i ]

-

gw—ms—ﬁ}wnualwire—z_ (1]

WLAM 1D 3001 |
= Yirtual Machines (1)

&
[

&

’g wow-ymknicPg-dvs-53-3.. @]

WLAM ID: 3001
= WMkernel Parts (G)
Wirtual Machines (0}

A

L —

Figure 115 Distributed vSwitch portgroup

8.10  Deploy and configure Distributed Logical Router

A Distributed Logical Router (DLR) is a virtual appliance that is deployed though the NSX
manager that contains the routing control plane. The DLR control plane function relies on
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NSX controller cluster to push routing updates to kernel modules. To deploy a DLR, navigate

to Home 2 Networking & Security - NSX Edges and select (+).

T Hew N5SX Edge

:_ __‘ "

vEIE Mame and description

w2 Settings — .
Install Type: () Edge Senices Gateway

3 Configure deployment
4 Configure interfaces

5 Default gateway settings (=) Logical (Distributed) Router
6 Ready to complete

Mame: # | OLR

Hostname: OLR

Description:

Tenant:

[] Deploy Edge Appliance

] Enable High Availability

Figure 116 Deploy Distributed Logical Router

Fill out the password for the DLR (Hint: Configure same password as NSX controllers for

easy management).

Hew N5X Edge

) 1

| ¥4 1 Name and description Settings
| vmi_
«»" 3 Configure deployment
4 Configure interfaces
| User Mame: = | admin
5 Default gateway settings
PEISSIJ'I.IDFEI & sk ko
| 6 Ready to complete
CDI'Iﬂrm passwnrd = EEEEERAR AR AR A

| [] Enable S5H access

CLI credentials will be set on the NSX Edge appliance(s). These credentials
can be used to login to the read only command line interface of the appliance.

Edge Control Level Lagging | EMERGENCY

Figure 117 Configure password for DLR

Select the Cluster/Host in which the DLR needs to be deployed.
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Hew HSX Edge (7] m

+ 1 Name and description Configure deployment

v 2 Settings

¥4 3 Configure deployment

4 Configure interfaces

Datacenter. | MWC EPC Dema DC | v |

NSX Edge Appliances

& x

Resource Poo Host Datastore Folder

5 Default gateway

settings

1dy to complete

VIM 172.16.105.10 datastore_10 Discovered virtu...

Specifying a resource pool and datastore is mandatory for configuring the MEX
Edge appliance. Appliance configuration is mandatory if you want to deploy NSX
Edge Appliance.

Figure 118 Configure deployment

Select the port group through which the DLR can be reached, and configure the connected
interface of the DLR. The connected interface IP is the gateway IP of the VMs in the given
logical switch.

Hew HSX Edge (7} M

« 1 Name and description Configure interfaces

w2 Settings
HA Interface Configuration
+ 3 Configure deployment

4 Configure interfaces

5 Default gateway settings

Connected To: Select Remaove

Configure interfaces of this N5X Edge

6 Ready to complete *
Subnet Prefix
Mame |P Address Connected To
Length
Winret 192.168.1.250% 24 WinMet
Clonehet 192.168.2.2507 24 Clonehet

Figure 119 Configure interfaces

This completes the DLR deployment and configuration. Now the VMs across logical switches
will be able to communicate.

8.11  Deploy Edge services gateway
To deploy an Edge Services Gateway, certain prerequisites need to be satisfied, these
included creating a logical switch to connect DLR with ESG, creating a virtual distributed
switch in hosts for non-VXLAN traffic to communicate with the outside world and deploying
the actual ESG appliance.

8.11.1 Create a logical switch
A logical switch needs to be created to establish connectivity between the DLR uplink and
ESG internal link.
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‘T Edit

(2) W

Mame: # [DLR-ESG Metwark

Description: 192 168.100.0/24

s

Replication mode: () Multicast

(=) Unicast

O Hybrid

[v/] Enable IP Discovery
[ ] Enable MAC Learning

Multicast on Physical network used for VXLAN control plane.

VXLAMN control plane handled by NSX Controller Cluster.

Optimized Unicast mode. Offoads local traffic replication to physical network.

] [ Cancel

Figure 120 Create a logical switch

8.11.2 Create a distributed switch

On the VIM cluster hosts, a vSphere distributed switch needs to be created to enable the

ESG appliance to communicate to the outside world. Follow the previous distributed switch

creation example and create a new one with uplinks from VIM cluster as shown in the

diagram.
= ESGDSwitch | Actions ~ |=~
b Getting Started  Summary  Monitor | Manage | Related Objects
[Setu'ngs | Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Ports | Resource Allocation ]
“ 20 o= O [ (default filter) -] 8 @ ¢
Topology _
Properties &2 Edge gateway PG [i] % | (v esc DSwitch-DVUplinks-72 (5]
LACP WLAN ID: — Uplink 1 (0 NIC Adapters)
; ¥ VMkernel Parts (2)
Private VLAN lag1
vmk3 : 172.16.106.10 oD v a0 o
o _ & 172.16.105.11
wmk3 : 172.16.106.11 e )
o . . e vmnic5 lag1-0 (]
Port mirroring Virtual Machines (0) | @ 172 1610540
Health check T vmnic5 lagi-0 ]
Figure 121 Create a distributed switch
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8.11.3 Create uplink port in DLR

When initially created, DLR had only two links to enable routing between the logical switch
networks. In this step, we will create an uplink port to connect to ESG and configure ESG IP
as default gateway. Navigate to Home = Networking & Security = NSX Edges = DLR >
Manage = Settings = Interfaces and select the (+) sign.

Edit Logical Router Interface ?)
Mame: # | OLR ESGlink
Type: () Internal (=) Uplink
Connected To: DLR-ESG Netwark Change Remove
Connectivity Status: (=) Connected () Disconnected

Configure Subnets:

* J x Q
Primary |P Address Subnet Prefix Length
192 168.100.1 24
MTL: 1500

Figure 122 Edit logical router interface

Navigate to Routing = Global Configuration 2 Default Gateway and select the Edit
button to configure the default gateway.

-

Edit Default Gateway ?)
Interface: | DLR ESG link |~ | @
Gateway IP: %(192.168.100.250
MTU: %[ 1500

Admin Distance: = 1

Description:

Figure 123 Configure default gateway

69 Dell EMC + VMware Cloud Infrastructure Platform for NFV DALEMC
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide



70

8.11.4 Add an ESG

With all the necessary configurations completed, the ESG appliance can be deployed. To
deploy, Navigate to Home 2> Networking & Security = NSX Edges and select (+).

New NSX Edge (7 M

¥ 1 Name and description Mame and description

" 2 Settings

i Install Type: (=) Edge Senices Gateway
3 Configure deployment

4 Configure interfaces

5 Default gateway settings () Logical (Distributed) Router
6 Firewall and HA
7 Ready to complete

Mame: # | ESG-1

Hostname:

Description:

Tenant:

[+] Deploy NSX Edge

|:| Enable High Availability

Figure 124 Deploy ESG appliance

Configure the SSH access password and click Next. Under the configure deployment section
select the Compact Appliance size and place the appliance in the VIM cluster.

| New NSX Edge (2) M

+ 1 Name and description Configure deployment

' 2 Settings

3 Configure deployment Datacenter. | MWC EPC Demo DC | |

Appliance Size:  (») Compact

4 Configure interfaces

() Large
5 Default gateway settings () ¥-Large
6 Firewall and HA '3:::' Quad Large
T Ready to complete MSX Edge Appliances
Resource Poo Host Datastore Folder
WM 1721610510 datastore_10 Discovered virtu...

Specifying a resource pool and datastore is mandatory for configuring the MEX
Edge appliance.

Figure 125 Configure ESG deployment

Configure the internal and uplink interfaces for the ESG.
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Add NSX Edge Interface

MAC Addresses:

MTU:

Options:

Fence Parameters:

VNICH: 0
Mama: | DOLR ESGlink
Type: (=) Internal () Uplink
Connected To: DLR-ESG Network Change Remove
Connectivity Status: (s Connected (_) Disconnected
x | Q Filter
Primary IP Address Secondary |P Address Subnet Prefix Length
192.168.100.250 Q 24 Q

You can specify a MAC address or leave it blank for auto generation. In case of HA,
two different MAC addresses are required.

1500

[] Enable Proxy ARP [] Send ICMP Rediract
Reverse Path Filter | Enabled | + |

Example: ethernet0 filter1 param1=1

MAC Addresses:

MTU:

Options:

Fence Parameters:

You can specify a MAC address or leave it blank for auto generation. In case of HA,
two different MAC addresses are required.

1500

[/] Enable Proxy ARP ] Send ICWP Redirect
Reverse Patf Fiter [ Enabled | v |

Example: ethernetd filker1 param1=1

oK l [ Cancel

oK || cancel
Figure 126 Add internal interface
Add NSX Edge Interface (?)
VNIC#: 1
Mame: = | To DvSwitch
Type: () Internal (=) Uplink
Connected To: Edge gateway PG Change Remove
Connectivity Status:  (») Connected (_) Disconnected
x | Q Filter
Primary |P Address Secondary I[P Address Subnet Prefix Length
172.16.106.10 (%]

Figure 127 Add uplink interface

Under the Default Gateway Settings, configure the uplink physical port gateway IP to reach
the outside world.

New NSX Edge 2} »
+ 1 Name and description Default gateway settings
w2 Seftings
[] Configure Default Gateway
" 3 Configure deployment
« 4 Configure interfaces wHIC +| To DvSwitch | = |
pl © Default gateway settings Gateway IP: #|172.16.106.1
" 6 Frewall and HA WMTU: 1500
7 Ready to complete
Figure 128 Default gateway settings
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Make sure to enable Firewall with Default Traffic policy by checking Accept and then Next.

New NSX Edge ?) M
+ 1 Name and description Firewall and HA E%
v 2 Settings
?] Configure Firewall default policy
" 3 Configure deployment
+ 4 Configure interfaces Default Traffic Policy: ») Accept () Deny
+ & Default gateway settings Logging. Enable (=) Disable

6 Firewall and HA = s

Figure 129 Enable Firewall default policy

Review the configured options and click Finish.
New NSX Edge (Z) »

+~ 1 Name and description Ready to complete

7 24 SEiE Mame and description

+~/ 3 Configure deployment MName: ESG-1

+~' 4 Configure interfaces Install Type: Edge Senices Gateway
+/ 5 Default gateway settings Tenant:

v 6 Frewall and HA Size: Compact

HA: Disabled
"4 7 Ready to complete

Automatic Rule Generation:  Enabled

MSX Edge Appliances

Resource Pool Haost
ViIM 172.16.105.10
Interfaces
P N » Subnet Prefix
vNIC# Name IP Address Length Connected To
0 DLRESGlink 192.168.100.25124 DLR-ESG Met...
1 To DvSwitch | 172.16.106.10* 24 Edge gateway...
Back Finish Cancel

Figure 130 Complete the configuration

8.11.5 Configure OSPF on DLR

The link between ESG and DLR is a router-to-router connection. For ESG to reach logical
networks connected to DLR, we need to enable routing protocols to enable reachability. To
enable OSPF, navigate to Home = Networking & Security > NSX Edges © DLR 2>
Manage 2>Routing = Global Configuration and assign a Router ID for Dynamic Routing
Configuration.

Edit Dynamic Routing Configuration ()

Router ID : h| DLR ESGlink-192... | v |

[] Enable Logging
Log Level : '

| ok || cancel

Figure 131 Dynamic routing configuration

Navigate to the OSPF section, Configure the Forwarding address to be the same as the
Uplink interface IP and a unique unused IP address in the same subnet as the uplink
interface.
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OSPF Configuration (7)

[v] Enable OSPF

Protocol Address : #|192.168.100.100
Forwarding Address @ =|192.168.100.1
[v] Enable Graceful Restart

{Enables/Disables the capability to perform
MNon-Stop Forwarding of packets during
restart of OSPF process)

[ ] Enable Default Originate

(EnablesDisables the capability to advertise
a default route to its neighbors,)

[ OK ] [ Cancel

Figure 132 OSPF configuration

Under Area definitions, remove the default NSSA Type Area 51 and configure Normal Type

Area 0.
New Area Definition (7)
ArealD: #(0
Type : | Normal k3
Authentication: | None |~ |
Value :
[ oK ] [ Cancel l

Figure 133 Area definitions

Assign the configured Area to DLR — ESG link under Area to Interface Mapping.

-

Hews Area to Interface Mapping (?)

Interface : | DLR ESG link BK:

Area: :-.| 0 | = |

[]lgnore Interface MTU setting

- Advanced
Hello Interval * | 10 (seconds)
Dead Interval * |40 (seconds)
Priority * 128
Cost™ 1

[ OK ][ Cancel l

|

Figure 134 Area to interface mapping

Review all the changes and click on publish changes.
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[Sem’ngs | Firewall | Routing | Bridging | DHCF Relay

W OSPF Configuration : Edit ] [ Delete

Global Configuration

Static Routes Status : + Enabled

_ Protocol Address 192.168.100.100

BGP Forwarding Address : 192.168.100.1
Route Redistribution Graceful Restart : « Enabled
Default Originate : @ Disabled

Area Definitions :

$+ / x (@ -
Area D Type Authentication
0 Marmal Maone

1 items
Area to Interface Mapping :
&* 7 x (Q ~)
Interface Ares D Hello Interval (sec... Dead Interval (sec... | Priority Cost
DLR ESG link 0 10 40 128 1
1 items

Figure 135 Review OSPF configuration

8.11.6  Route redistribution and firewall configuration

Even though OSPF is enabled in the uplink port of DLR, the internal links are not part of
OSPF database yet. To bring internal links to OSPF, select Route Redistribution and make
sure the connected routes are part of route redistribution table.

Route Redistribution table :

dgp f W | Q - |
Learner From Prefix Action
OSPE Connected Ay Permit

Figure 136 Route redistribution

Configure a firewall filter for SSH to logical router protocol address as well.

& 3 ssh User any [ Compute any

dhvin

€ 192.168.100.100

Figure 137 Configure firewall filter
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8.11.7 Configure OSPF on ESG

Configuring OSPF in ESG is similar to DLR. Configure the router ID, under OSPF configuration when
enabling the OSPF protocol, make sure to enable Default Originate to propagate the default route down

to DLR.

OSPF Configuration :

Status « Enabled
Graceful Restart - « Enabled
Drefault Criginate © +« Enabled

Area Definitions :

+* 7 x
Area 1D Type
o Mormal

Area to Interface Mapping :

% 7 x
I Area 1D Hello Interval {sec...
DLR ESG link o 10

Figure 138 Configure OSPF on ESG

Q

Authentication

MNone
|
Cead Interval (zec... Pricrity
40 128

Edit

Delste |

Redistribute the connected interfaces of ESG to OSPF database similar DLR.

9 Install vCloud Director

9.1 Install and Bring up Windows VM

To host a SQL server like Windows SQL server 2012, bring up a Windows VM with four
CPUs, 16 GB RAM and 100GB HD. The VM requires only one NIC, and must be part of the

management network.
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9.2 Install SQL Server in Windows VM

VCD 8.0 and SQL Express editions are not compatible. Make sure to use a licensed edition
such as SQL Server Enterprise 2012. Mount the ISO image in the VM CD drive and double
click on Setup to start the installation process. Select All Features with Defaults under
setup role.

ol SQL Server 2012 Setup = [ = -

Setup Role

Click the 0L Server Feature Installation option to individually select which feature components to install, or click a
feature role to install a specific configuration,

Setup Support Rules () SOL Server Feature Installation

Setup Role Install SQL Server Database Engine Services, fnalysis Services, Reporting Services, Integration Services,
Feature Selection and other features,

Installation Rules ) 50L Server PouwerPivot for SharePoint

Instance Configuration Install PowerPivot for SharePoint on a neww ar existing SharePoint server to support PowerPivot data

Disk Space Requirermerts access in the farm, Optionally, add the S0OL Server relational database engine to use as the new farm's
Server Configuration EhiElsEEn SaRa

Database Engine Configuration

Lnalysis Services Configuration ®) Al Features With Defaults

Reparting Services Configuration Install all features using default values for the service accounts,
Distributed Replay Controller

Distributed Replay Client

Error Reporting

Installation Configuration Rules

Ready to Install

Installation Progress

Cormplete

< Back | | Mext = | | Cancel | | Help

Figure 139 Installing SQL

Create a hamed instance of your choice.

ol SQL Server 2012 Setup = || = -

Instance Configuration

Specify the name and instance ID for the instance of SOL Server. Instance 1D becomes part of the installation path.

Setup Support Rules () Default instance

Setup Role ®) Mamed instance: |de||vtddb| |

Feature Selection

Installation Rules

Instance Configuration Instarce 1D |MSSQLSER\}'ER |
Disk Space Requirernents

Server Comfmreien Instance root directory: |C:\Program FilesiMicrosoft SOL Servery | El
Database Engine Configuration

Sl Sarees Comigriaden SQL Server directory: Ca\Prograrm Files\Microsoft SOL Server\MSSQLT1.MSSOLSERVER

Reporting Services Configuration X X X ) )
Analysis Services directony: CProgram Files\Microsoft 300 Server\MSASTTMES0OLSERVER

Reporting Services directory: Ci\Program Files\Microsoft S0OL Sercer\M SRS MESOLSERVER

Distributed Replay Controller
Distributed Replay Client

Errar Reporting Installed instances:

Installation Configuration Rules

Instance Mame Instance D Features Edition Wersion
Ready to Install
Installation Progress
Complete
< Back | | Mext = | | Cancel | | Help

Figure 140 Name the instance

Continue to click Next. During the Database engine configuration, configure a password for
the administrator by choosing Mixed Mode and clicking Next.
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Setup Support Rules

Setup Role

Feature Selection

Installation Rules

Instance Configuration

Disk Space Requirements

Server Configuration

Database Engine Configuration
Bnalysis Services Configuration
Reporting Services Configuration
Distributed Replay Contraller
Distributed Replay Client

Error Reporting

Installation Configuration Rules
Ready to Install

Installation Progress

SAL Server 2012 Setup

Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directaories.

Server Configuration | Diata Directaries | FILESTREAM

Specify the authentication mode and administrators for the Database Engine.

Authentication hMode

2 Windows authentication mode

® Mized bMode (SOL Server authentication and Windows authentication)

Specify the password for the SOL Server systern administrator (sa) account,

Enter passward: |--------- |

Canfirm passwaord: |ooooo..o.| |

Specify 0L Server administratars

S0L Server administrators
hawe unrestricted access
to the Database Engine,

Complete
Add Current User | | Add... | | Rermowe |
| < Back | | Mext = | | Cancel | | Help
Figure 141 Configure password
Do not configure any other services. Click Install to install SQL.
o SQL Server 2012 Setup

Reacdy to Install

Setup Support Rules

Setup Role

Feature Selection

Installation Rules

Instance Configuration

Disk Space Requirerments
Server Configuration

Database Engine Configuration

Analysis Services Configuration

Distributed Replay Controller
Distributed Replay Client
Errar Reporting

Feporting Services Configuration

Werify the SOL Server 2012 features to be installed.

Feady to install S0OL Server 2012

Startup Type: Manual
2. Shared features
— Integration Services
& Service Configuration
- Account: MT ServicetMsDtsServer110
o Startup Type: Sutomatic
Distributed Replay Controller Service

5 Service Configuration
e Bccount: NT ServicetSOL Server Distributed Replay Controller
Startup Type: BManual

istributed Replay Client Service
=8 Sgn.-'ice Configuration
e Bccount: NT ServicetSOL Server Distributed Replay Client

Startup Type: Manual

Controller Marme: undefined

Installation Configuration Rules
Ready to Install

Installation Progress
< m

Working Directory: C\Prograrm Files (xBE)%Microsoft SOL Server\DReplayClienthWWorking
- Result Directony: CAProgram Files (<B6%Microsoft SOL Server\DReplayClienthResultDiry
b

>

Complete
Configuration file path:

ChPrograrm Files\Microsoft SOL Serverh 1104 Setup BootstrapiLogh20160407_14591M CanfigurationFile.ini

= Back

| | Install | | Cancel | |

Help

Figure 142 Click Install
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9.3 Configure the SQL Server

Open Microsoft SQL Server Studio and login using mixed mode with username ‘sa’ and the

password created during installation

E'EZ\ Microsoft*
Z SQLServer2012
Server bype: | Database Engine v |
Server name: [w/IN-537PNO1EIAIDELLYCDDB v]
ASuthentication: | SOL Server Authentication W |
Login: |sa ] |
Pazsword: | ““““““““ q |

["] Remember paszword

| Connect || Cancel || Help || Options »» |

al Connect to Server .

Figure 143 Log in to SQL Server Studio

9.3.1 Create a new user for vCloud

Right click on Security to create a new login for the SQL server, uncheck Enforce password

expiration.
" Login - Mew = [[= -
Select apaoge I . -
Script - Help
2 General ; Lj
4 Server Roles
2 User Mapping Login name: |\.-'c:dmgr | Search...
2 Securables = . .
A Cratus ) windows authentication
o ® SOL Server authentication
Password: | sssssss |
Confirmn pagsword: |o...... |
Enforce paszword policy
[liEnforce password enpiration:
() Mapped to certificate
) Mapped to azymmetric key
Connection [] tap to Credential
Semver Mapped Credentials Credential Prowider
WIRN-537FNO1EIAMNDELLYCDDE
Connechion:
sa
&Y View connection properties
Progress
Fieady Default databaze: | master e |
Default language: | <default> ~ |
QK | | Cancel

Figure 144 Create a new login for SQL

9.3.2 Create a new Database

Create a new database for vCloud and assign the new user, which was just created as the
owner. Change the Initial size of row data and Log file size to 1024 and 128 and Autogrowth
to 512 MB and 128 MB with limited growth to 2000MB as shown below.

Do not click Ok.
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& New Database = | 0O -
Select a page ! . 1
’ Script « Hel
24 General :_S g u :
124 Dptions
%4 Filegroups D atabaze name: |vcddb |
Owner: |vcdmgr | |:|
D atabasze files:
Logizal Mame File Type Filegroup Initial Size (MB]  Actogrowth / Mawsize Patl
woddh Fows Data  PRIMARY 1,024 By 512 MB, Unlimited El N
weddb_log Log Mot Applicable 128 By 128 ME, Limited to 2000 ME ... | CA
Connection
Server
WIN-537PHNOTEIADNDELLYCDDE
Connection:
za
3 View connection properties
Progress
HEad}' £ m >
Add | Fiemove
| ok | | Cancel

Figure 145 Create a new database

Navigate to options and configure the Collation from the default to Latinl_General CS_AS
and Recovery model to Simple and Click OK.

g New Database == -
Select a page | . =,
’ Script Hel
2 General :_S F Lj g
12 Dptions
%4 Filegroups Callation: |Latin‘I_GeneraI_ES_.t’-'n.S V|
Recoverny model: | Simple ] |
Compatibility level | SOL Server 2012 [110) " |
Cantainment type: | Mone v |
Other optionz:
Auta Shirink, Falze -
Auto Update Statistics True
Auto Update Statiztics Asynchronously Falze
4 Containment
Drefault Fulltest Language LCID 1033 =
Default Language Englizh
Mested Trggers Enabled True
Transform Maoize Wards Falze
Two Digit vear Cutaff 2049
Connection 4 Cursor
Semver Cloze Curzor on Commit Enabled False
WwIN-B37PNDTEIA0NDELLYCDDE Diefault Cursor GLOBAL
] 4 FILESTREAM
E;nnectlnn: FILESTREAM Directory Mame
FILESTREAM Maon-Tranzacted Access OFf
24 Wiew connection propertiss 4 Miscellaneous
Allow Snapshat lzolation Falze
Progress AMSIMHLILL Default Falze d
Allow Snapshot Isolation
Ready
0k | | Cancel
Figure 146 Configure the database
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9.3.3 Configure the database

Copy the script below or from the vCloud installation guide and select new query. Change the
name [] bracket to the name of the DB that was created in previous step and click Execute.

USE [vcddb]

GO

ALTER DATABASE [vcddb] SET RECOVERY SIMPLE;

ALTER DATABASE [vcddb] SET SINGLE_USER WITH ROLLBACK IMMEDIATE;
ALTER DATABASE [vcddb] SET ALLOW_SNAPSHOT_ISOLATION ON;

EXEC sp_addextendedproperty @name = N"ALLOW_SNAPSHOT ISOLATION®, @va
lue = "ON=;

ALTER DATABASE [vcddb] SET READ_COMMITTED_SNAPSHOT ON WITH NO_WAIT;
EXEC sp_addextendedproperty @name = N"READ_COMMITTED_SNAPSHOT®", @val

ue = "ON-;
ALTER DATABASE [vcddb] SET MULTI_USER;
GO

9034 Setup DNS server and add entries

Note: This is an important step in the vCloud director installation. Setting up the DNS server
with wrong hostname of RHEL VM will result in failure to start the vCloud director
application.

In the windows VM, enable DNS server using server manager. Navigate to Tools = DNS to
launch DNS manager. Create a forward lookup zone with the name Dell EMCnfv.com and
continue clicking Next, then click Finish. If you have a dedicated DNS server in your setup,
the following steps should be done on that DNS server.

MNew Zone Wizard -
Zone MName E‘

What is the name of the new zone? .

The zone name specifies the portion of the DMS namespace For which this server is
autharitative. It right be wour organization's domain name (For example, microsoft.com)
or a portion of the domain name (for example, newzone.microsoft,.com), The zone name is
not the name of the DMS server,

Zone namne:

| = Back ” Mexk = | | Cancel

Figure 147 New Zone Wizard
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Create a reverse lookup zone with the Network ID of the management subnet of the given
deployment. Continue clicking Next and then click Finish.

Mew Fone Wizard -

Reverse Lookup Zone Mame E‘

A reverse lookup zone translates IP addresses inko DRSS names, ,

To identify the reverse lookup zone, type the network ID or the name of the zone.
(®) Mebwork ID:
172 16 114 .

The network ID is the portion of the IP addresses that belongs Lo this zone, Enter the
nebwork ID in its normal {not reversed) order,

IF wou use a zero in the networlk ID, it will appear in the zone name., For example,
nebwork ID 10 would create zone 10.in-addr. arpa, and netwaork ID 10.0 would create
zone 0.10.in-addr. arpa.

() Reverse lookup zone name:
114.16,.172.in-addr.arpa

| = Back ” Mext = | | Cancel

Figure 148 Create a Reverse Lookup Zone

Right-click on Forward Lookup Zones = Dell EMCnfv.com - New Host (A or AAAA) and
add a new entry for vCloud director.

MNew Host -

Mame (uses parent domain name if blank):
vrdl

Fully qualified domain name (FODM):

wed1,dellnfy, com.|

IP address:
172.16,114.31

Create associated pointer (PTR) recard

add Hosk || Cancel

Figure 149 New Host

Note: The FQDN and the IP address configured in this step and this same name and IP
address should be used while creating the RH VM in the next step.

9.35 Install and Bring up Red Hat Enterprise Linux VM
Create a VM with four CPUs, 4 GB RAM, 20GB HDD and two NICs. Make sure to configure
both NICs in the management network DvSwitch. Follow the steps here in case there are any
doubts in creating the RHEL VM. Configure the hosthame during installation by replacing
‘localhost.localdomain’ with ‘vcd1.Dell EMCnfv.com’ as configured in the DNS server.
Configure the NIC1 IP same as the IP configured in the DNS server. Configure your RHEL
login to subscribe to download the updates and applications.

http://www.kendrickcoleman.com/index.php/Tech-Blog/how-to-install-vcloud-director-on-rhel-
62-no-gui.html

81 Dell EMC + VMware Cloud Infrastructure Platform for NFV DAALEMC
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide


http://www.kendrickcoleman.com/index.php/Tech-Blog/how-to-install-vcloud-director-on-rhel-62-no-gui.html
http://www.kendrickcoleman.com/index.php/Tech-Blog/how-to-install-vcloud-director-on-rhel-62-no-gui.html

82

9351

Configure Firewall rules in RH

Configure the iptables as below. These rules are based on this article

# Begin listing vCloud
# vCloud WebServices

Director Ports Needed

-A RH-Firewall-1-INPUT -i ethO -m state --state NEW
-J ACCEPT

# vCloud Optional

-A RH-Firewall-1-INPUT -i ethO -m state --state NEW
-J ACCEPT

# SSH

-A RH-Firewall-1-INPUT -i ethl -m state --state NEW
-J ACCEPT

# vCloud Remote Console

-A RH-Firewall-1-INPUT -i ethl -m state --state NEW
-J ACCEPT

-A RH-Firewall-1-INPUT -i ethl -m state --state NEW
-J ACCEPT

#NFS Trasfer Service from other vCD Cells - Add for
-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -i ethO -m
-p tcp --dport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -i ethO -m
-p udp --dport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -i ethO -m
-p tcp --dport 920 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -i ethO -m
-p udp --dport 920 -j ACCEPT

#NFS Transfer Service NFS Datastore

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--sport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
—--dport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--sport 111 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
—-—dport 920 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--sport 920 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
—--dport 920 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--sport 920 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 2049 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--sport 2049 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 32803 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
-—-dport 32769 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 892 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 892 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
—--dport 875 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 875 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 662 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NFS Server -m state
--dport 662 -j ACCEPT

#DNS - Configure for every DNS Server

-A RH-Firewall-1-INPUT -d IP_of DNS Server -m state
—--dport 53 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of DNS Server -m state
--dport 53 -j ACCEPT

#NTP - Configure for every NTP Server

-A RH-Firewall-1-INPUT -d IP_of NTP_Server -m state
--dport 123 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of NTP_Server -m state

-—dport 123 -j ACCEPT

#LDAP - Confiugre for every LDAP Server
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tcp -p tcp --dport 443

tcp -p tcp --dport 80

tcp -p tcp --dport 22

tcp -p tcp --dport 902

tcp -p tcp --dport 903

every vCD Cell
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state

state
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--state
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NEW udp udp
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-A RH-Firewall-1-INPUT -d IP_of LDAP_Server
tcp --dport 389 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of LDAP_Server
udp --dport 389 -j ACCEPT

#SMTP - Configure for every SMTP Server

-A RH-Firewall-1-INPUT -d IP_of SMTP_Server
tcp --dport 25 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of SMTP_Server
udp --dport 25 -j ACCEPT

#Syslog - Configure for every Sysog Server

-m state --state NEW -m tcp -p

-m state --state NEW -m udp -p

-m state --state NEW -m tcp -p

-m state --state NEW -m udp -p

-A RH-Firewall-1-INPUT -d IP_of Syslog Server -m state --state NEW -m udp -p

udp --dport 514 -j ACCEPT
#vCenter & ESX the simple way

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport 443 -j

ACCEPT

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport 902 -j

ACCEPT

-A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport 903 -j

ACCEPT

#vCenter & ESX - Configure for every vCenter & ESXi_Server
#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --state NEW -m

tcp -p tcp --dport 443 -j ACCEPT

#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --state NEW -m

tcp -p tcp --dport 902 -j ACCEPT

#-A RH-Firewall-1-INPUT -d IP_of vCenter&ESXi_Server -m state --state NEW -m

tcp -p tcp --dport 903 -j ACCEPT
#Default Microsoft SQL Connections

-A RH-Firewall-1-INPUT -d IP_of _SQL_Server -m state --state NEW -m tcp -p

--dport 1433 -j ACCEPT
#Default Oracle Port Connections

-A RH-Firewall-1-INPUT -d IP_of Oracle_Server -m state --state NEW -m tcp -p

tcp --dport 1521 -j ACCEPT

#AMQP Messaging for task extensions (if Server exists)

-A RH-Firewall-1-INPUT -d IP_of AMQP_Server -m state --state NEW -m tcp

tcp --dport 5672 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of AMQP_Server
udp --dport 5672 -j ACCEPT

#ActiveMQ between vCD Cells

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -m
-dport 61611 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of vCD-Cell -m
-dport 61616 -j ACCEPT

#ActiveMQ to Server

-A RH-Firewall-1-INPUT -d IP_of ActiveMQ -m
-dport 61611 -j ACCEPT

-A RH-Firewall-1-INPUT -d IP_of ActiveMQ -m
-dport 61616 -j ACCEPT

# End listing vCloud Director Ports Needed

9.35.2 Install VMware public keys

|
©

-m state --state NEW -m udp -p

state

state

state

state

--state NEW -m tcp -p tcp -

--state NEW -m tcp -p tcp -

--state NEW -m tcp -p tcp -

--state NEW -m tcp -p tcp -

The installation file for vCloud Director is digitally signed to secure your environment. To
install the product, you must verify the signature by downloading and installing the VMware

public key in your environment.

cd Zinstall/

wget http://packages.vmware.com/tools/keys/VMWARE-PACKAGING-GPG-DSA-KEY . pub
wget http://packages.vmware.com/tools/keys/VMWARE-PACKAGING-GPG-RSA-KEY . pub
rpm -—-import /install/VMWARE-PACKAGING-GPG-DSA-KEY .pub
rpm —-—import Zinstall/VMWARE-PACKAGING-GPG-RSA-KEY .pub

9.3.6 Start and Stop vCloud director

Download the vCloud director binary and copy the file to location /install. Change the
permission using the following command to make the binary executable. Execute the binary
and when prompted to proceed further, press n to stop the installation.

cd Zinstall

chmod u+x vmware-vcloud-director-5.1.1-868405.bin

./vmware-vcloud-director-5.1.1-868405.bin
n
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9.3.6.1 Create SSL certificate
Enter the following command to create SSL certificate. The commands are based on this
article.

/opt/vmware/vcloud-director/jre/bin/keytool -genkey -keystore
/opt/vmware/vcloud-director/data/transfer/certificates._ks -storetype JCEKS -
storepass passwd -keyalg RSA -validity 731 -alias http

/opt/vmware/vcloud-director/jre/bin/keytool -genkey -keystore

/opt/vmware/vcloud-director/data/transfer/certificates._ks -storetype JCEKS -
storepass passwd -keyalg RSA -validity 731 -alias consoleproxy

9.3.6.2  Continue with the installation
Navigate to ‘/opt/'vmware/vcloud-director/bin’ directory and continue with the installation.

Based on the SQL server installation documented earlier.

e Database name vcddb

e Database instance Dell EMCvcddb
e Username vedmgr

e Password <passwd>

[root@vcdl bin]# ./configure
Welcome to the vCloud Director configuration utility.

You will be prompted to enter a number of parameters that are necessary to
configure and start the vCloud Director service.

Please indicate which IP address available on this machine should be used for
the HTTP service and which IP address should be used for the remote console
proxy.

The HTTP service IP address is used for accessing the user interface and the
REST API. The remote console proxy IP address is used for all remote console
(VMRC)

connections and traffic.

Please enter your choice for the HTTP service IP address:
1. 172.16.114.26
2. 172.16.114.27
3. 127.0.0.1
4. [feB80:0:0:0:250:56fFfF:fe8e:631]
5. [fe80:0:0:0:250:56FF:fe8e:1212]
6. [0:0:0:0:0:0:0:1]
Choice [default=1]:
Using default value "172.16.114.26" for HTTP service.

Please enter your choice for the remote console proxy IP address:
1. 172.16.114.27
2. 127.0.0.1
3. [fe80:0:0:0:250:56FfF:feBe:631]
4. [fe80:0:0:0:250:56FF:fe8e:f212]
5. [0:0:0:0:0:0:0:1]
Choice [default=1]:
Using default value "172.16.114.27" for remote console proxy.

Please enter the path to the Java keystore containing your SSL certificates
and

private keys: /opt/vmware/vcloud-director/data/transfer/certificates.ks
Please enter the password for the keystore:

IT you would like to enable remote audit logging to a syslog host please

enter

the hostname or IP address of the syslog server. Audit logs are stored by
vCloud Director for 90 days. Exporting logs via syslog will enable you to
preserve them for as long as necessary.

Syslog host name or IP address [press Enter to skip]:
No syslog host was specified, disabling remote audit logging.
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generating new UUID: 52Ffd4b99-570b-4ca5-9bd7-9c05ach0d156
The following database types are supported:
1. Oracle
2. Microsoft SQL Server
3. vPostgres
Enter the database type [default=1]: 2
Enter the host (or IP address) for the database: 172.16.114.25
Enter the database port [default=1433]:
Using default value "1433" for port.

Enter the database name [default=vcloud]: vcddb

Enter the database instance [Press enter to use the server®"s default
instance]: Dell EMCvcddb

Enter the database username: vcdmgr

Enter the database password:

Connecting to the database:
jdbc:jtds:sqlserver://172.16.114.25:1433/vcddb; socketTimeout=90; instance=Dell
EMCvcddb; prepareSQL=2

........................................ /Database configuration complete.

vCloud Director configuration is now complete.

Once the vCloud Director server has been started you will be able to
access the first-time setup wizard at this URL:
https://172.16.114.26

Would you like to start the vCloud Director service now? If you choose not
to start it now, you can manually start it at any time using this command:
service vmware-vcd start

Start it now? [y/n] y

Starting vmware-vcd-watchdog: [ OK ]
Starting vmware-vcd-cell [ OK ]

The vCD service will be started automatically on boot. To disable this,
use the following command: chkconfig --del vmware-vcd

[root@vcdl ~]# service vmware-vcd status
vmware-vcd-watchdog is running
vmware-vcd-cell is running

[root@vcdl ~]#

10 Install vRealize Operations Manager (VROpS)
Deploy the OVF template of the vROps in any of the ESXi host.

After successful deployment of the OVF deployment, open a browser with the IP address or
FQDN of the vROps appliance.

After accepting the exception, you will be presented with three options for the initial setup. In
this guide’s environment, New Installation is selected.
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< C | A betrm//172.16.105.36/admin/newCluster.action e

a
11

Express Installation Mewy [nstallation Expand an Existing Installation

Figure 150 Install vRealize Operations Manager

As this is the first appliance, a warning message will be displayed. Click Yes.

Click Next.

vRealize Operations Manager Initial Setup x

1 Getting Started New Cluster
Creals a new vRealize Operations Manager cluster with this node as the master node. Use this option when installing for
2 Set Addministrator Password the first tifne. P 9 B ]

3 Ready to Complete

Starup Product
_'-‘ =1
i
| A - /-) R
Set Administrator Product - =
Password License = - |"%
= f
:} Ra =
Install & Migrate Data
Configure

Solutions

Newt | | cancel

Figure 151 Install vRealize Operations Manager initial setup

Choose the Certificate. In this guide, default is selected. If you have a CA or self-Signed
certificate available, it can be installed. Click Next.

Provide the Cluster Node Name and the NTP Server for your Environment. Click Next.
Click Finish.

After Clicking Finish, you will be redirected to the administration portal of vVROps appliance.
The vRealize operation cluster status needs to be started by clicking the Start vRealize
Operation Manager. As this is the first appliance, a warning message will be presented.
Click Yes, It will take 5-10 minutes complete setup and start the appliance services.
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Congratulations on setting up vRealize Operations Manager.

Log In to import data from existing vCenter Operations Manager
Instances or to configure Solutions to begin collecting data from your
envirenment.

Authentication Source: VMware vRealize Operations Manager

User name: admin

Login

Figure 152 vROps Operations Manager

Once the appliance services have started, open the Ul For your vROps appliance by entering
the Ul URL: https://fgdn or IP address of your vVROps appliance/ui/
and login to the portal with default local user ADMIN.

After login, the vROps Configuration page opens. Click Next.
Accept the EULA and click Next.

Enter the Product license key. You can also use the product evaluation key for a trial run.
Click Next.

- C | A b#ps//172.16.105.36/ui/index.action#/home/dashboard

ITyou do not have your license key you can retrieve it from by Whiveare.
% 2 Accept EULA 7 y vy ?

3 Enter Product License Key () Product Evaluation (no key required)

4 Customer Experience = o ; :
Improvement F'Fugram @ ProductKey: |2 oo oL v e | |\-falldate License Key

5 Ready to Complete
License Key successfully validated
License Capacity: 100 number of Virtual Machine
License Serial: ’ -

License Type: Temporary
License Expiration: 11/ G6/17

Figure 153 Enter product key

Select Customer Experience Improvement Program and click Next.

The configuration is now complete and the vCenter is ready to configure in the next step.
Click Finish.
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Ready to Complete

Congratulationst Click Finish to begin installing and configuring solutions

" 1 Choose Configuration
+ 2 Accept EULA

+" 3 Enter Product License Hey Product

2=

4 Ready to Complets

[o!

Initial Setup Product Install & Configure
License Configure Default
Soluions Policy

(Optional)

Back

Finish Cancel |

Figure 154 Ready to complete vVROps

The Solutions tab opens so the VMware vSphere can be configured by clicking the setting

icon (highlighted in the following figure).

VIMMWare vReallze Operations Manager O about

200 d 5 & souens

Sodutions. lmport Data

@ & sow
Mame Desoipton Vesson

! \itwara vBphers Manages vEphere object . &0.2765404

& Lizensing

Credentials | Adl Bolutions
ol

|I &1 Palicies

| {3 Emvironment Overview
% Object Redationahips
25 Malnenantce Schedules

& Access Confrol

%3 LDAP import Sources
UhMweara vSphere Solmion Details

ooz
Adaplier Type
vCenter Adapter
vCenter Pyihon Act.

5 Cluster Managemen
M Cedificates
& Outboung Alert Setings

Adsplesinslance Mame  Ciedenbisl neine
INot configured A
TI! ALt Naot configured MiA

3| Recent Tasks

2y Global Setlings
+3 Buppon

Figure 155 Setting icon to configure VMware vSphere

Ha admin -

Frovided by

Whwears Inc.

The following information for vCenter needs to be entered here: Display name, Description,

vCenter Server, Credential etc.
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Manage Solution - Vidware vSphere

1 Configure adapiers Adaptai Trpa Darsriplien | gkanzas

2 Define monioring goals vienter Adapter Prowides the conneclion informationan . 0O 2.0.27T65381 Wiware Inc

3 Ready to Complete vanier Pyinon Aclions Adagher Promides sclions for vCanler objects us 1] 1.0.2757990 Wiitware Inc

Adapter Settings

sz i s Displayname | VCSA1 vCanter Adaptar

VCBA-1 vCenter Adapler Description

Basic Settings

vienter Server | visa-1.local kan

Cradential =] 4= 7
Test Connection

¥ Sattiigs

Page |1 of 1 & | Bave Setiings

Figure 156 Configure adapters

Input the credential after clicking on the credential plus icon.

Manane Credential T X
Credential name |wCenler Local Administratar
LUzar Mame | administratori@yvs phere local
FPassword ssnssnny
oK Cancel |

Figure 157 Input credential

Once all the information is entered, click Test Connection and it will communicate with
vCenter and match the thumbprint and certificate. Click OK.

Click OK on Test Connection Successful.
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1 Configure adapters Adapiai Type Dasenplisn Instamans Veslon Prowidad by

2 Define moniloring goats vianter Adaplar Provides [he connection informationan.. 0 202765381 Wibware inc.
3 Ready to Complete vCanter Python Acions Adapter Prowides aclians for vCenter abjects us L] 1.0.2757890 Wibivare inc
Adapier Setiings
| P Digplay name i'\.l‘CSA-i vl entar Adapter
VCSA-1 vCenter Adapter Descrigtion
Basic Seftings

‘ vCenter Server |vesa-1locallan

Credentisl  |viCenter Local Administrator v| o/

| Test Connection

‘ ¥ dvanced Settings

Fage |1 Save Setlings

i

Figure 1568 Test Connection

Click on Save Settings and select Next.
The Monitoring goal will be displayed with the default configuration page, select Next.

Click Finish.

The collection status now shows as Collecting in the collecting state column.

vimware vRealize Operations Manager fooul | Heip | adm v
| Back . moeugwgm B:
Solutions Import Data
-' & Licensing
= o gF & ow |l Soiutions "
i) Credentials -
l Mame CE T e fEl i Piodided b RRERY
|- Pulicies (I\twsre vBphere Manages vBphere obl,.  6.0.2765404 Vidware Inc. Mot applicable
) Ervronment Overvlew
I\ Object Relationships
ﬁ Waintenance Schedules Muume Sohdion Details
. .
& Access Control il
';H LOAP import Sources Adaptar Type Adapter initance Mame  Coedential name Cobigodar Collection Stabe Colectlon Slatu
v enter Adapier VICSA-1 vCenter &, voenierlocal admi .. | vRealize Operatio. . Collecting @ Data receiving
# Ciuster Management vCenter PhonAc,. VCSA-1vCenterP.  vesa-ilocaladm| . vReslize Operatio..  * Collecting © Data receiving
e Certiicates

Figure 159 VMware vSphere solution details

Click on the home button at the top of the page to see the first Collection and Dashboards.
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Figure 160 Dashboards

Install vVROps Replica

Deploy another vRealize Operations Manager data node in the management cluster and
convert it to a replica node vropseplica to form the vRealize Operations Manager cluster.

Connect both instances (VROps master and Replica) to the Management VLAN network.

Register a FQDN for both VMs in the DNS.

For detailed configuration steps, refer to the VMware vRealize Operations Manager 6.2 Help
guide (https://www.vmware.com/support/pubs/vrealize-operations-manager-pubs.html)

g i% z TS g N = L s Z e . T
= (& | A b#pT/Aropsreplica/admin/index.action w |
vmware vRealize Operations Manager Administration O ® | admin~
 Administration  System Status o
| ern Status | Cluster Status High Availability E
Software Update © online | Taks Oftine | v Enabled [ Disable |
Support

Nodes in the vRealize Operations Manager Cluster
EOX
Mode Mame Mode Address Cluster Role State Status Ohject: Metrics Build  Version Deploy
vropsmaster vropsmasterdell...  Master Run...  Online 2 50... 35.. B.2.0352.. OWF
@ vrapsreplica yropsreplicadell...  MasterReplica Run...  Online 20 A el e o | ek s

11

11.1

Adapter instances on server vropsmaster.dellemc.local

Mame Status Objects Metrics Last collection time Addded on

Figure 161 Install vROps Replica

Install VMware vRealize Log Insight

Installation

Deploy vRealize Log Insight instance VRLImaster into the management cluster in standalone

mode.
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Deploy two more vRealize Log Insight instances as worker nodes VRLIworkerl and
VRLIworker2 in management cluster NFV_MGMT_CLUSTER and add it to VRLImaster to
form the vRealize Log Insight HA cluster.

Connect all instances to the Management VLAN network.
Register the FQDN for both VMs in the DNS.

Configure integrated load balancer between all instances.

For detailed installation steps, refer to the VMware vRealize Log Insight Information Center.
( https://www.vmware.com/support/pubs/log-insight-pubs.html)

11.1.1 Configuration
Deploy the OVF template of Log Insight.

£ mgmtUlvel 1. dellemclocal - wsphere Client = =D e

File Edit View Invento| 21 Deploy OVF Template [= =[]

ﬁ @ | @ Horne Ready to Complete
Are these the options you want to use?

mw|p |
| |
B [ mgmtoive0l dellemc|
o [ WRY_MGMT_DC Shibie
= [l NFY_MEMT_ OWF Templake Details ‘When you click Finish, the deployment task will be started.
E] 1;2121 End User License Agreement Deployment settings:
% 172‘16‘1 Hame and Location OF File: CiiwmwareivRealize_Log_Insight|¥Mwars-vRealize-Log-Insight-3.0. 1-3568951 . ova
@ Centos- N E—M—E LD g;e”tt Confiqur ation Download size: 626,86 MB
I
Jumph S Size on disk: 140.5 GB
( Jumphos! Storage - o
5 Jumphost Disk Format Marne: vrealizeloginsight-3
5 mgmt01p) Properties Folder: MFY_MGMT_DiC
3 mamkaly Ready to Complete Deployment Configuration: Small
3 sk Man Host/Cluster: MFY_MGMT_Cluster
% :::—EU” Specific Host: 172.16.105.11
_Con|
5 NSX_Con Datastore: ESX11-D502
[ Ressx Disk provisioning: Thick Provision Eager Zeroed
3 RES-PSC Mekwiork Mapping: "Mekwork 1" ko "W Network!
5 RES-ViC Property: hostname = vrealizeloginsight-3,dellemc.local
5 a0l Property: ip0 = 172.16,105,35
( vD-B.1 Property: netmaskD = 255.255.295.0
i V;D'IE“L Froperty: gateway =172 16,1051
G vRealize Property: DMS = 172.16,105.50
(33 | wrealizel 5 b ey —
Gy winzki2 TopStys S
¥ Power on after deployment
Recent Tasks
| Status
lizeloginsi,.. @ Completed -
| MGMT DC @ Completed < Back | Finish I Cancel
- /
(7 Tasks @ Alarms | License Period: 353 days remaining | ¥3PHE RE.LOCAL\Administratar

Figure 162 Deploy the OVF template of Log Insight

Once the VM has fully booted and the welcome screen opens on the VM console, the
appliance can be configured.

Point a browser to the IP address or FQDN of the Log Insight appliance.

The vRealize Log Insight welcome screen should open. Click Next.

Setup

Welcome to vRealize Log Insight

Figure 163 vRealize welcome screen
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vmware Log Insight

Choose Deployment Type

Areyou starting a new Log Insight deployment or joining an existing one?
(If this is your first time running Log Insight, choose "Start New Deployment®.)

Join Existing Deployment

Figure 164 vRealize Deployment type

Provide an email address for the admin user. Provide a password for the built-in admin user.
Click Save and Continue.

Enter the license key and click Add License Key.
If the license key is valid, you will be able to proceed. Click Continue.

Enter a valid email address for system notifications. Note that these will be alerts related to
the health of the Log Insight appliance itself, such as disk full alerts. If you wish to take part in
the VMware Customer Experience Improvement Program, check the box. Click Save and
Continue.

It is recommended that you synchronize server time with the same NTP servers used by the
rest of your vSphere infrastructure. If an NTP server is not available (as in the example show
in this guide), you can choose to synchronize time with the underlying ESXi host. Click Save
and Continue.

If required, configure SMTP settings for sending emails alerts. Click Save and Continue.
At this stage, initial setup is nearly complete. Click Finish

The Configure vSphere Integration link splash screen is how presented.

VIMWare Log insight B Dashboards  Q Intoractive Analytics & simins =-

Ready to Ingest Data

1g Ingght | nfigured and raady o liect logs Hera are 1T WY S YO
an get log data into Log Insight

% vhpheie lntegration
..JJ Log tnsight can inlagrate with vSphare 18 auto

from vConter senwer and logs from ESXI hosts

Lonfigure vaphena intagration »

o
-

(]

=

=

o

Download and Install Agents

Syslog
=Tk |Log Inswght can ingest data fom any source via sysiog
Loy Insight sanar ag your syslog destination

vHezlize Operations mtagration and more. For additional documentation, see
the Unkng Help

Figure 165 Ready to Ingest Data

Under the Integration section on the left hand side, make sure the vSphere section is
selected. Provide the FQDN of the vCenter server along with a user account and password
with administrator rights to the vCenter object. Click Test Connection. If the test is
successful, make sure that both boxes for collecting from vCenter and the ESXi hosts are
checked and click Save.
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All hosts managed by the specified vCenter server will be configured to send their logs to the
Log Insight server.

Once the configuration of ESXi hosts has completed click OK.

Next, we will need to configure integration with vRealize Operations Manager. On the left
hand side under Integration, click on vRealize Operations.

Provide the FQDN of the vRealize Operations manager server along with a local user
account and password (The default vROps admin account is used in this guide). If the test is
successful, make sure that both boxes for alerts integration and launch in context are
checked and click Save.

< Cc | A BT /172.16.105,33/admin ferops e | :

vRealize Cperations I

Registration successful. A link to Log Insight is now available
in the vRealize Operations Manager actions menu.

Figure 166 Registration Successful

Registering with vRealize Operations Manager can take a while.

vHealize Operahions Manager Launch in Context

Registering with vRealize Operations Manager...
This may take several minutes.

Figure 167 Registering with vRealize Operations Manager

Once the following Registration Successful message appears, click OK.

wHealze

Rengistration successiul. A link to Log Insight 15 now available
in the vRealize Operations Manager actions menu.

Figure 168 Registration Successful
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Click on the Interactive Analytics link at the top of the page and the events being gathered by
Log Insight should be seen.

Now to complete the integration with vROps install and configure the Log Insight
Management Pack.

Log in to vROps and go to the Solutions section of the administration page. Click on the
green plus sign to add a new management pack.

| Add Solution ?

1 Select Solution Salect a Solution to Install

i Browse your file systemn to select a PAK file for the solution you want to install.
2 Endl User License Agreement

3 Install
Twareveons-6 -MPrarLoglnsiahtl o 756 pak Browse. .,
" The selected file |5 ready to upload and Install. Click Upload to confinue
DII'ISTGII the PAK file ever i it ks already Installed
Upload
Cancel

Figure 169 Select a solution to install

A new management pack is now listed under Solutions. No configuration of the vRealize Log
Insight Adapter is needed.

To test that the integration between vROps and Log Insight is working, go to the Environment
section of VROps and drill down to a cluster, host or virtual machine object. Clicking on the
Actions drop-down menu above the Summary page for this object, you should now have an
additional option — Search for logs in vRealize Log Insight. Click on this option.

Deploy two more vRealize Log Insight instances as worker nodes.

For Worker nodes, select Join Existing Deployment.
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— (& | A b#T/172.16.105.35 /admin/startupsjsessionid =2 7EG2ES83A2B7 68DEFBT 1 3DDSABBIAT T tview=worker w |

ware Log Insight

Join Existing Deployment

Enter the fully gualified domain name (FQDN) of the Log Insight master @

vrealizeloginsight-1.dellemc local Go

Back

Figure 170 Join existing deployment

<« (& | A bepT//172.16,105.35/admin/startup;jsessionid = 27E6 2E583A267 68DEFST 1 3DDSABE3AT T Pview=worker %r |

ware Log Insight

Join Existing Deployment

Request to join was received successiully.

To complete the process, you will need to access the Cluster Management
page on the master and authorize this warker to join.

warker IP: 172.16.105.35

Click here to access the Cluster Management page

Figure 171 Successful join request
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= % | F:y btt‘p's':/ﬂ?2.16.105.35,’admin/startup;jsessionid=2?E62E583A28?68DEF8?1SDDSABSSA???Viewzwcrker

Jain D

Join Successful.

Worker at IP 172.16.105.35 has been admitted to

the Log Insight deployment.

Figure 172 Join Successful

& (6] I A s/ Arealizeloginsight-1.dellemclocal /admin/duster e ‘

Ware Log Insight [E8 [ ards e B Al A adminr =~

Managerment Cluster

System Monitor

172.16.105.35 has requested to be added as a worker | Deny | m

Access Control

Hosts
Agents Warning: Z-node clusters are not supported. Itis recommended thatyou add at least one mare node to the cluster.
Event Forwarding Nodes ( Fiter by host
License Host - Uptime Version Monitor Status Actions
Integration wrealizeloginzight-1 delleme lacal 2 haurs 304 Wanitar © Connected
[Maszter)
vSphere
1721610534 3 minutes 3.04 Monitar © Connected 1

vRealize Operations

Configuration To add a node, deploy a new Log Insight instance and choose "Join Deployment” in the startup wizard.

General

) Upgrade From Pak.. Download Support Bundle ‘
Tirne
Authentication Configuration

ShTP 2

| Enahle Integrated Load Balancer g

Avrchiving

35L Save

Figure 173 Allow worker to be added to the cluster

Both the worker nodes are joined successfully.
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<« C | A b#ps/Arealizeloginsight-1.dellemclocal /admin/cluster

\Ware Log Insight

Management

Systermn Manitor

(=8 Dashboards Q Interactive Analytics

Access Control
Hosts

Agents

Event Forwarding

License

Integration

vSphere

vRealize Operations
Canfiguration

General

Tirne

Authentication

SMTP

Archiving

53L

Cluster Worker added successfully

Nodes
Host - Uptime Version Monitor Status
vreslizeloginzight-1 dellemc local 3 hours 204 Wil Connected
[Master)
17216105534 31 minutes 3041 hdanitor Connected
1721610535 29 minutes 3041 hdanitor Connected

To add a node, deploy a new Log Insight instance and choose "Join Deployment' in the stafup wizard.
Upgrade Fram PAK... Dawnload Support Bundle

Configuration

Enable Integrated Load Balancer #

A admin =~

Actions

Figure 174 Deploy the OVF template of Log Insight

12 Install VMware vSphere Data Protection (VDP)

12.1 Installation

Before you deploy vSphere Data Protection (VDP), you must add forward and reverse lookup
entry to the DNS server for the VDP appliance’s IP address and Fully Qualified Domain
Names (FQDN).

VDP leverages VMware Tools to synchronize time through NTP. All vSphere hosts and the
vCenter server must have NTP configured properly. The VDP appliance gets the correct time
through vSphere and must not be configured with NTP.

Create a separate shared data store VDP_Datastore visible to all hosts in
NFV_MGMT_CLUSTER for the deployment of the VDP appliance. Data store size should be
greater than 6TB.

VDP_Datastore can also be used to store the backup data or an external storage may be
used for backup data.

Download the vSphere Data Protection appliance OVA file and deploy it in cluster
NFV_MGMT_CLUSTER on VDP_Datastore.

Assign a static IP address from the Management VLAN network.

Refer to the deploying the OVF Template in the Administrators Guide for detailed steps

Refer to the vSphere Data Protection Administrators Guide for more details.

12.2  Configuration

After the appliance is deployed and powered on, in a browser window open

https://<IP_address VDP appliance>:8543/vdp-configure/

Follow the steps under Initial Configuration in the vSphere Data Protection Administrators

Guide.

Register vCenter mgmt. with the appliance.
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Create new storage of 6TB (min 0.5 TB) in the Create New Storage step.

Create backup data partition on a separate dedicated external storage device than the Virtual

SAN datastore on which the management components are deployed.

To manage the backups, log in to the vSphere Web client of vCentermgmt and select
vSphere Data Protection from the navigation menu after selecting the vSphere Data

Protection Appliance.

Test the backup and restore.

/ 5 howto configure w XVW Whiware wSphere 6.5 % v-_.__;: Whiweare wRealize Or X V-_.__=: “Whturare wRealize O Xy [ httpsif172161054 % D

&«

Help

C | A bt /172161054 1:8543 frdp-configure/

Logout

Welcome

" Network Sefings

Time Zone

VDP Credentials
vCenter Registration
Create Storage
Device Allocation
CPU and Memory
Product Improvement
Ready to Complete

Complete

Network Settings

Enter the network and server information for your VDF Appliance.

IPv4 Static Add... |1T2.16 10541

Metmask: | 255.255.255.0

P4 Gateway: |‘IT2.16 1051

Primary DMNS: |1?2.16 10550

Secondary DMS: |

Hostname: |vdp

Damain: |de|lemc.|ocall

Figure 175 Network Settings

S how to configure wo X vm Whiweare wSphere 6.5 X v-'__:: Whiware wRealize O v-'__.‘: Whiware wRealize O V [ https/F17216.105.0 x D

6

Help

C | A b&pf:m 72.16.105.41:8545 fvdp-configure,/

Logout

Welcome
Network Settings

Time Zone

» VDP Credentials

vCenter Registration
Create Storage
Device Allocation
CPU and Memory
Product Improvement
Readyto Complete

Complete

VDP Credentials
Enter a password for the VDP Appliance

Four character classes:
Upper case |etters A-Z
Lower case letters a-z
MNumbers 0-9
Special characters (Examples: ~1@# )
Passwords criteria:
All four character classes, at least 6 characters long
G) Three character classes, at least 7 characters long
One or two ,atleast8 long
(MOTE: "Capital first’ and "Number last’ characters
are not included in the character class count.)

Password: il

Verify password: R |

H_I:I-

Figure 176 VDP Credentials
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/S weentre va WRD wCe xvm Setup Kvﬂ Re-regis va Wbzt Xv-_:__.v Whdwsare Xv-_:__:: Whdwiare XVD hitps://1 X N

Welcome
Network Settings
Time Zone
VDP Credentials

» vCenter Registrafion
Create Storage
Device Allocation
CPU and Memory
Product Im provement
Ready to Complete

Complete

Help | Logout

< C | A beps//172.16.105.41:854 3 /vdp-configure/

vCenter Registration

Identify the hostname or IP address of your vCenter server. Also provide a
username and password for a user that has rights to register objects with the

vCenter server.

¥Center username:
yCenter password:
wCenter FQDM or IP:
vCenter HTTF part:
wCenter HTTPS port:

[1 Use vCenter for S50 authentication
S50 FQDN or IF:

S50 part:

istrator@vs phere local

172.16.105.24

172.16.105.23

7444

Test Connection

H_n-

Figure 177 vCenter Registration

/ & weentre Kvm WRD wCr xvm Setup 4l XV Re-reqgis Kvm Whware xv-__;- Whivare Xv-:_ﬁ e xy [ httpsif %

Welcome

Network Seftings

Time Zone

VDP Credeniials

vCenter Registration
. Creafe Storage

Device Allocation

CPU and Memory

Product Improvem ent

Readyto Complete

Complete

Help | Logout

« C | A bHE//172,16.105.41:8543 vdp-configure/

Create Storage

Create new storage or attach existing VDP storage

(s) Create new storage

Capacity: TiB

() Aftach existing VDP storage

Mote: Itis highly recommended that you back up all the VDP storage

which you intend on attaching to this appliance.

Figure 178 Create Storage
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& C | A beqs//172.16.105.4 1:854 3Adp-configure/

Welcome Device Allocation

Allocate the VOF storage disks.
Network Settings

e [¥] stare With Appliance

Datastores | Capaciy | Provisioned

VDF Credentials

I Free Disks

ESX14-DS01 5582 Gig 5013 GiB
vCenter Regisiration
ESX14-DS02 5582 GiB 5482 GiB
Create Storage
ESX14-DS03 3717 GiB 3617 GiB
 LERi T SCIO-DS-3 59TiB 265.1 GiB
CPU and Memory SCIO-DS-4 1,0237GIE 191 GiB
Product Im provement

Ready to Complete

Complete

66.3 GiB 0
10.0 GIB 0
10.0 GiB

59TiB

1,018.8 GiB

Allocated D of 3 disks of size 256 GiB.

Help | Logout

= [= o
/ 5 weentre xvm WPD e Xvﬁ Setup WL X vm Re-regis xvm Whiuyare Xv")l Whibware XY’:_}!’ Whihaeare x\_/ [ httpsiii €3 D

Figure 179 Device Allocation

< C | A b#ps//172.16,105.41:8543 fvdp-configure/

Welcome CPU and Memory
Network Settings

Time Zone
Yirtual CPLIs:

Memory: (4095 [ MB

VDP Credentials
vCenter Registration
Create Storage
Device Allocation

» CPU and Memory
Product Improvement
Readyto Complete

Complete

Please review the minimum CPU and memaory requirements for this capacity.

Help | Logout

£ (- | o
/ 5 weentre va WPD e va Setup Wl va Re-reqgis va Whware Xvﬂx Whware Xvﬂx Whware X\/ [ https x D

Figure 180 CPU and Memory
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&

(€] | A bHIE//172.16.105.41:8543 fvdp-configure/

Ready to Complete

T M IO BPOYy Tri CNANGES

Timo Zena [} Fun perormance on 1mage

VOP Credersats Hote: Depending on your S105 30 CONMRUE AIon, PTonmance askss Can
b 1M 30 s s 10 Sever o hours.

wCoenier Regr yaton

Create Siorage

Waming
Dewce Alocsbon
CU and Memaory
Produd mprower

=+ Ready o Comple

Compiete

| Rentan tu apptance # juctet Sl

Do you wish to continue?

Figure 181 Start storage Configuration

& weentr X Re-rec X

B wReali x

&

c | A BT /172161054 1,:8543 fvdp- configure/

Welcome cm‘b

Network Settings

Review the results below, and restart the appliance.

Time Zone

VDP Credentials

T T
286.45079803466797  30.0

. ) . Total Read Throughput{MB/s }
vCenter Registration 425656404140625  60.0
Total Seek Throughputiseeks/s)

Create Storage 10956.843505859375 4000

VDP: Storage passed minimal performance
recommendations.

VDP: Completed Storage Performance Test.
VDP: Completed VDP Install Storage Senice.

Device Allocation
CPU and Memory
Product Improvement
Ready to Complete

» Complete

Help | Logout

RestartAppliance...

Figure 182 Installation complete

Install VMware vSphere Site Recovery Manager (SRM).

In this guide, SRM is installed but no replication is done since there are no multi-sites.

It can be installed on the same Windows servers as the vCenter 6 installs or a new Windows
VM can be created and the SRM installable can be downloaded.

Launch the install from the downloaded executable.
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Yhiware wCenter Site Recovery Manager - InstallShield ..

“ Yhdware vCenter Site Recoven Manager Setup iz preparing the
L =1 |nztallShield “izard, which will guide you through the program
zetup procesz. Please wait,

Decompreszing: Y ware wCenter Site Recovery Manager. mai

I | Cencel

Figure 183 SRM InstallShield Wizard

VMware Site Recovery Manager

Figure 184 VMware Site Recovery Manager Setup

3 Whiware vCenter Site Recovery Manager

VMware

Manager one or more patents listed at
9 hikkpe S i wriwar e, comfigopatents,

Welcome to the installation wizard for
Y¥¥ware vCenter Site Recovery Manager

The installation wizard will install ¥rMware wCenter Sike
Recovery Manager on your compuber, To continue, click Mesxt,

Copyright @ 1995-2015 YMware, Inc. Al rights reserved, This
i product is prokected by U.5. and inkernational copyright and
Site Recovery intellectual property lawes, YMware producks are covered by

Build version: £.1.0.11034 | Mext =

Cancel

Figure 185 SRM installation wizard

If you wish to change the default installation folder, click Change. Click Next to accept the

default installation folder.
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i Whiware wCenter Site Recovery Manager .

Destination Folder

Click Mext to install ko this Folder, or click Change to install to different Folder,

The wizard will inskall the files Far Site Recovery Manager in the Folder specified below,
____J’ Toinstall ko a different Folder, click the Change button,

Destination Folder

C:%Program Files' ¥YMware'\ ¥Mware vCenter Site Recovery Manager,

Yolume Disk, Size Ayvailable Required Differences
= 49 5B 33 GE 1025 MB 32 GE
=IF: 59 GE 54 GE OKE 54 GE
Installshield
< Back || Mext = | | Cancel

Figure 186 Installation Folder

Enter Platform Services Controller (PSC) details and click Next.
Verify the correct vCenter instance is selected and click Next.

Enter SRM extension details and click Next (Local site Name is vCenter FQDN and Local
host is vCenter IP address in this environment).

Select the plugin identifier as per requirement and click Next. For reference on which option
to use, read the description above selection buttons.

i Whiware wvCenter Site Recovery Manager -

Site Recovery Manager Plug-in ID

Specify a plug-in ID to identify this instance of Site Recovery Manager.,

The default Site Recovery Manager plug-in identifier is recommended For most
configurations, For shared recovery site installations, in which rmulkiple sites connect ko a
shared recovery site, use a unigue custom Site Recovery Manager plug-in identifier for each
Sike Recovery Managetr Server pair,

(®) Default Site Recovery Manager Plug-in Identifier
() Custom Site Recovery Manager Plug-in Identifier

Plug-in 1D |

Paired Site Recovery Manager sites must have a matching plug-in ID

Qrganization:  lypware, Inc,

Enter the organization, for example, the company name

Diescription: [rviare vCenter Site Recovery Manager Extension

Enter a description ko appear in the vSphere plug-ins lisk
Inskallshield

< Back ” Mext = | | Cancel

Figure 187 Site Recover Manager Plug-in

Select the method for certificate and click Next.
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Certificate Type

Choose a server certificate bype For Sike Recovery Manager,

This certificate will be used as the server endpaint certificate Far Site Recovery Manager.

(®) automatically generate a certificate,

() Use a PKCS#12 certificate file,

InstallShield

| | Cancel

Figure 188 Select Certificate Type

Provide the details that will be used for certificate generation as per the previous selection.

Generate Certificate

Information For certificate generation.

This information will be used to generate a certificate,

rganization: IDemn

irganization Unit: IDemD|

Installshield

Cancel

Figure 189 Generate Certificate

Select the database instance as embedded or existing custom database and click Next.
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i, YWhiware wCenter Site Recovery Manager -

Database Server Selection
Choose database server,
Select a database server,

(®) |Use the embedded database server

Select this option if wou wish ko use the embedded database server,

() Use a customn database server

You will be prompted to enter the database credentials,

Data Source Mame: | (Mo Syskem DSH entries Found) DSk Setup

Inskallshield

< Back ” Mext = | | Cancel

Figure 190 Database Server Selection

Provide details for connecting to database instance and click Next.

i3 Whiware vCenter Site Recovery Manager -

Embedded Database Configuration

Enter information For the embedded Site Recovery Manager database,

The embedded database server will be installed on this machine, Specify a username and
passwiord For the account thak will be created in the embedded database server,

[aka Source Mame: | production W |
Database User Mame: |au:|ministratn:|r
Database Password: | eoesesl |

Database Port: I55?5
Canngckion Count; I5 May, Conneckions: |2|:|

Installshield

| < Back || Mext = | | Cancel

Figure 191 Database connection details

Choose whether to use local account or domain account as service account for SRM. In this
example, a local account is used.
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Site Recovery Manager Service Account

Specify the account bo run Site Recovery Manager services,

The account specified below will be used to run the Site Recovery Manager service,

E =g Local Syskem accounk

IJse this account:

Usernarne: |'-.-'CL.C'.SS'|,administratcur

Password: ||

Inskallshield

| | Cancel

Figure 192 Site Recovery Manager Service Account

Click Next and click Install on next window. This will start the install process as per the input
provided during wizard.

Installing Site Recovery Manager

The program features wou selected are being installed,

Please wait while the Installshield Wizard installs Site Recovery Manager,
This may take several minukes,

Progress:

Details

Copying new files

Mow installing: FriProgram Files)YMwareiWMware wCenter Sike Recovery
Manageriexternaliperlib\DBDYGofer Transpaort) stream. pm File Size:
9540 bytes

Installshield

Figure 193 Installing Site Recovery Manager

Once installation is complete, click Finish.

In order to verify the installation completion, check SRM service from Service management
console.

ProwidesW...  Bunning  Autornatic (0., Loca

Figure 194 SRM service

Check in Web client home screen for the new options shown below.
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wSphere

I_iJ - J

Site Recovery

Feplication

13

Figure 195 New options on the Web client home screen

Install VMware vRealize Orchestrator (VRO)

Deploy OVA for VRO.

)

Deploy O%F Template

Ready to Complete
Are these the options vou want to use?

Source

OVF Template Details
End User License Aqreement

Deployment sektings:

When vou click Finish, the deployment task will be started,

= T= |

Marme and Location OWF File:

Sroreds Download size:

—— Size on disk:

Metwork Mapping

Properties MName:

Ready to Complete Folder:
HoskfCluster:
Specific Host:
Dakastore:
Disk. provisioning:
Mebwork, Mapping:
Property:
Property:
Praperty:
Praperty:
Property:
Property:

[ power on after deployment

Chwrmare |\ YROVWRO, avf
1.3GE

2.5GE

YWRO

MFY_MEMT_DiC
MWFY_MGEMT _CLUSTER
172.16.105.12
ESk1z-D502

Thin Provision

"ES¥i Management Edge" to "wDS_Mgmt_Port"
wa-ssh-enabled = True
warni, hostname = wra
gateway =172,16,105,1
DMS = 172.16,105.50

ipd = 172.16,105.39
netmask] = 255,255.255.0

< Back | Finish I

Cancel

Y
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Figure 196 OVF deployment template

Open a browser and go to https://<VRO url>:8283

Login with username vmware/<pwd>.

In the configuration window, verify SSL certificates.
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all Drerdiew | Gen %

5 WRO step by ste X

Whitwrare wCente X

wRealize Operat X

@] wRealize Operat X

[ Vhware wReal: X

< = | A b—ttﬁ:f,f1?2.16.10539:8283,"\fcofconfig,fconfig_generanGeneraI.action

 ¥YMware vRealize Orchestrator Configuration

vCenter Server License

‘
R

]

E Network
ﬁ Authentication =
]

server Certificate

=

The license is successfully saved.

" Use wCenter Server license

Installed licenses

® add vCenter Server license manually

Owner

) Use License Service @

Remove

Remove

4

Target

(= A ¥

i\ Licenses vwRealize Orchestrator Server
== startup Opti = i
= artup Options Serial number: ‘
_ @
= Server Availability .
—] License owner: ‘
G
E]Trouhleshuotinq

@

H Plug-ins

'] Active Directory (1.0.6)

v
— == d

Spply changes -

*

Server Status

m Running

Copyright @ 1998-2015 YMware, Inc, All rights rezerved | Patents: httpiffwww.wmware . com/qo/patents

Agents | X

Figure 197 Verify SSL certificates

Verify Orchestrator client login. Navigate to htips://<VRO url>:8281

Click Start Orchestrator client. Download and run the client jnlp file, or install by clicking on
the Download Orchestrator Client Installable.

wRealize % & VRO clie X

O hitpsf X

< Cc \ [ https/A172.16.105.39:8281 frco/

VMware vRealize” Orchestrator”

Getting Started with vRealize Orchestrator

To create and modity workflows, or to perform adrinistrative tasks, start the
Orchestrator client by using Java Web Start:

= Start Orchestrator Client

To use the Orchestrator client on your lacal maching, install the Orchestrator client
After you complete the installation, start the Orchestratar client and connectto the
Qrchestrator server.

« vRealizeOrchestratorClient-E4bit-6.0.2.exe Windows 64-hit
« vRealizeOrchestratorClient-racos:-6.0.2.2ip Mac 32 and B4-hit
« vRealizeCOrchestratorClient-fdbit-6.0 2 bin Linu G4-bit

Configure the Orchestrator Server

To make additional configuration changes to the Orchestrator server, use the
Orchestrator configuration interface:

» Orchestrator Configuration
« Orchestrator Control Center (Bets)

Develop with the Orchestrator Server

Contains the necessary materials for developing an Orchestrator plug-in and
inforrnation about using the Orchestrator SOAP and REST APl

» Develop with the Orchestrator Server

vRealize Orchestrator
Resources

+ Product Information
Qrchestrator Blog
Camrunity
Support

Plug-ins

.

.

¥Mware Quick Links

= Whiware Communities
= Whware Forums
= Whlware Site

Figure 198 Download Orchestrator Client Installable
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o vRealize Orchestrator 6.0.2.2707387 \;‘i-

Introduction

ws Introduction InstallAmmhere will guide you thraugh the installation of vRealize
@ End User License Agree.. Orchestrator.
@ Updating existing installa... Itis stranghy recommended that you quit all programs hefore
W Choose Install Folder continuing with this installation.
W Choosze Install Set

ch Shorteut Fold Click the Mext' button to proceed to the next screen. Ifyou want to
s DBSE SR OIS change something on a previous screen, click the 'Previous' buttan.
W Fre-Installation Summany
@ Installing... Yfou may cancel this installation at any time by clicking the 'Cancel’

hutton.

L

Install Complete

Installamywhers

Cancel Previous

Figure 199 Installation wizard

m) vRealize Orchestrator .0.2.2707387 |;l£-

Choose Install Folder

Introduction Where Would You Like to Install?
End User License Agree... C:\Pragram Files\yMwarelOrchestrator

Updating existing installa.. Eestore Default Folder | | Choose..

Choose Install Folder
Choose Install Set
Choose Shorcut Folder
Pre-Installation Summary
Installing...

eeeeeeCQCC

Install Complete

InstallAnywhere

Erevious ‘ P et

Figure 200 Choose Install Folder
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Introduction

Choose Install Faolder
Choose Install Set
Choose Shortcut Folder
Pre-Installation Sumrmary
Installing...

eeeeCCCCC

Install Complete

vRealize Orchestrator 6.0.2. 2707387

BE |

Choose Install Set

End User License Agree...
Updating existing installa...

1 Client

6

J Install the Whiware Orchestrator Client application.

InstallAmmhere

zancel

Previous | i

Mext

Figure 201 Choose Install Set

BE |

g wRealize Orchestrator 6.0.2. 2707387
Choose Shortcut Folder
W Introduction Where would you like to create product icons?
s End User License Agree... (") In & new Program Group: vRealize Orchestrator
W Updating existing installa... )
& Choose Install Folder (@ In an existing Program Group: |YMware
# Choose Install Set () In the Start Menu
s/ Choose Shortcut Folder _
) () ion the Deskiop
W Fre-Installation Summary
@ Installing... () In the Quick Launch Bar
Install Complete
e i () Other: Choose...
() Dor't create icons
Create Icons for All Users
Installanywhere
Previous ‘ | Iext

Figure 202 Choose Shortcut Folder
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g vRealize Orchestrator 6.0.2.2707387 = = -
Pre-dnstallation Summary
# Introduction Please Review the Following Before Continuing:
i End User License Agree...
W Updating existing installa... Product Name:
i Choose Install Folder vRealize Qrchestrator
W Choose Install Set Install Folder:
& Choose Shortcut Folder CAProgram FilestwMware\Drchestrator
ws Pre-Installation Summary
@ Installing.. Shortcut Folder:
Install Comnlete CARProgramDatasmicrosoftwvindowshstart
e i henuProgramsiyhware
Disk Space Information [for Installation
Target):
Fequired: 123,214,212 bytes
Available: 90,431,056 680 bytes

InstallAnywhere

Cancel

Figure 203 Pre-Installation Summary

| Previous | L Install

==

Install Complete

Bl vRealize Orchestrator 6.0.2.2707387

Introduction Congratulations! vRealize Orchestratar has been successfully

installed to:
CAProgram FilesthwarewQrchestrator

End User License Agree. .
Updating existing installa...
Choose Install Folder Log in to vRO Configuration to set up your server.
Choose Install Set Press "Done" to quit the installer.
Choose Shortcut Folder

Pre-Installation Summary

Installing...

cceeeeacec

Install Complete

InstallAnywhere

Cancel Previous

Figure 204 Install Complete
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Yilware vRealize Crchestrator Login..

Hostname (EEXCRCECEIE  VRealize  Orchestrator

TR ER veoadmin

Figure 205 VMware vRealize Orchestrator Login

Security

Certific ate Warning

”

Ln untrusted SSL certificate 15 installed on wre.delleme local and secure cormrurdcation canmot he
auaranteed. Depending on your security policy, this issue might not represent a security concern.

Click Ignore to contirme using the current 551 certificate.

l

YWiewe Certificate J l lgnore J l Cancel

E Install fgs corfificate and do not daplay anp securify warmngs for if anymore.

Figure 206 Security- Certificate Warning
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vmware vRealize” Orchestrator- Ml

| T|:||3I:5:v| HE!I[]'| -y Searchfor

vCO Administrator @ 172.16.105.39

* ( Tasks scheduled in the system.
* 0 Waorlflows waiting for interaction.
# 0 Running policies.

* [ Running workflows.

JTOUE\!‘WOFKT]OWTOKSI"IS Waiting for Input ~ Tasks Permissions

Welcome, vCO Administrator
You are in Server mode

vRealize Orchestrator plug-in marketplace: solutionexchange vrware com

[ almponpackage... ] [ Pstartawoncﬂow ]

Recently run workflows | Lastedited elements

Mame

| ‘ersion

| Folder

Figure 207 VMware vRealize Welcome page

il Agent X vReali: X

[ sshst, x ﬂ "Curre X

<« (¢ [A b //172.16.105.39:8283 Avco-config/config_general/General.action#

7|

VMware vRealize Orchestrator Configuration

Authentication

SSL Trust Manager

[#] The S5L certificate is successfully imported.

. Database -

Server Certificate

= °
k"i\ Licenses
-

Startup Options

=

Il
(3

1
i

Server Availability

Y

Log

E] Troubleshooting
H Plug-ins

49 Active Directory (1.0.6)
H

@Mail (5.5.1)

_/_ll SOAP (1.0.3)

el .

4

| Server Status 4 Running

Imported SSL certificates

valid Valid
Common name Subject alternative names Organization
from undil
[z Dec Dec
mgmtdlpscol.dellernc local ! 21, 18,
[2]mgmt0ipscll.dellernc.lacal]
2016 2026
Dec Dec
[z,
SSOSErYEer 21, 16,
[2]lmgmt0lpsc0l.dellernc.local]
2016 z20ze
[z Dec Dec
mgmtilvenl.delleme.local ! 21, 16,
[2lmgmtolyvedl.dellernc.local]
z016 Z0z6

Irmport from URL

URL from which to import & certificate; |

Import from file

select a file to import: m [—

Copyright @ 1898-2015 YMuware, Inc. All rights reserved | Patents: http/fww.umware.com/qofpatents

-
Delete
Delete
Delete

Figure 208 SSL Trust Manager
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& (= ’A Lt/ 17 2.16.105.39:8283 Arco-config/config_general/General action## Tr

o- General

i Network

‘ Authentication
Database

R Server Certificate
:i. Licenses

E Startup Options
E Server Availability
G

Troubleshosting

'] Plug-ins

I-i: Active Directory (1.0,

@Mail (5.5.1)

| SOAP (1.0.3)
4

Authentication

Authentication mode: | 350 Authentication

S50 Registration - Basic Mode

Host: | hitps: fingmmtiH psci selleme locat 7444

Advanced
settings

Admin user name: ‘adm\ms{ratnr@vsphara local |

Admin password: | --------- | I

Register Crchestrator

551 Certificates

»

H=
bl
|

| Server Status

Figure 209 SSO Authentication

Authentication

i Network

. Authentication
Database

a Server Certificate
ﬁ, Licenses

E Startup Options
E Server Availability
o

Troubleshooting

H Plug-ins

i Active Directory (1.0.
1’ ¥ {

@ Mail {5.5.1)

% SOAP (1.0.3)
4

[4] The Orchestrator solution user is registered. You must complete the 330 configuration,

Authentication mode: S50 Authentication

S50 Registration - Basic Mode

Host:  https:imgmt01 pscii.dellemc.local:7 444

Admin user name:  administrator@vsphere.local

Admin password: |

Unregister Crohestrator

550 Configuration

550 domain [= 7]

wRO Admin - domain and group: El

3

»

S
@
‘

| Server Status

Figure 210 SSO Configuration
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'ﬁ Agent X‘ vReall X‘ﬂ Clouc X‘ G VRO: X ( [Q sshst x ( "Curre X‘U hitps: X‘

e Y e

6

Cc | A b#pT//172.16.105.39:8283 Avco-config/config_general/General.action#

¥ i

EVMware vRealize Orchestrator Configuration

General

o.
EE Network

“ | Authentication

Authentication

Authentication

=@ P

Database

Server Certificate .
= @

k\ Licenses

= ! &
———i Startup Options
o
—| PR ]
= Server Availability
—

Unregister Orchestrator

S0 Registration - Basic Mode

Authentication mode: S50 Authentication

Host:  https:"mgmt01pscii.dellemc.local:7444

Admin user name:  administratori@usphere.local

Admin password:

Log

[E] Troubleshooting
‘] Plug-ins

l] Active Directory {1.0.6)

@Mail (5.5.1)

] 508P (1.0.3)

@ SSH (7.0.1)

@

L .

550 Configuration

520 domain;
Groups filter: [VRO @
wRO Adrnin - dormain and group: | vsphere local Administrators v |
Clack tolerance: |300 @
SSL Certificates -

Server Status W running

Copytight @ 1998-2015 VMware, Inc, All rights reserved | Patents: hotpeffwww.vrware, comfoo/patents

Figure 211 SSO Configuration

'ﬁ Agent x‘ wReall x‘m Cloue X‘ G YRO s K‘ [ sslist. x‘ﬁ "Curr x‘d https: x‘d b Xy(j bl K_

&«

c | A b&ﬁ:f,“1?2.16.105.39:8283,"\.rco—config,"conﬁg_general,“GeneraI.action#

%

EVMware vRealize Orchestrator Configuration

.
O General

SN @
E Network
]
& Authentication
@
Database
e @
Server Certificate
w
(=" [v]
k Licenses
—] . a
=== Startup Options
L o |
@

Server Availahility

1l

I
i

@

Log

E] Troubleshooting
H Plug-ins

I] Active Directory (1.0.6)

@ Mail {(5.5.1)

I] SOAP (1.0.3)

@Ev SSH (7.0.1)

EySy Sy

1

Authentication

Authentication

»

Orchestrator configuration is successfully saved.

Authentication mode: S50 Authentication

S50 Registration - Basic Made

Host:  https:imgmt0pscii.dellemnc.local:7 444

Admin user narne:  administrator@esphere.local

Admin passward: |

Unregister Orchestrator

S50 Configuration

2250 domain:

wzphere locsl ¥

wRO Admin - domain and group: | vsphere local Administrators

Clock talerance: |300

Upiste Orchestrator Configuration -

Server Status W Running

W MM Ware.comfgo/patents

Copyright @ 1998-2015 YMuare, Inc, All rights reserved | Patents: http:

Figure 212 SSO Configuration
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< c | A bHPE//172.16.105.39:8283 Arco-config/config_general/General action# bxd ‘ :
- VMware vRealize Orchestrator Configuration
| | Leneral A
b Plug-ins -
= 1 =
! Networ! To install the plug-ins as a user who is a member of the Orchestrator Admin group, provide the credentials of such a
) user. By default, the plug-ins are installed by the systern admin user,
& Authentication

) User narme: |administrston@yspheres.local

Database

' ® Enabled plug-ins installation status

_'* Licenses
¥ Met 5.5.1.2473339 Mo installation required

= . @

== Startup Options -

— ¥ w0 Library 5.5.1,2423339 Installation Ok

F—] . @

= server Availability 1 @ .

— i %ML 5.5.1.2423339 Installation Ok

@ Log ¥ Common enumerated types 5.5.1.2423339 Mo installation required
¥/ warkflow docurnentation 5.5.1.2423339 Installation K

i ive Directory 1.0.6, nstallation
@ ¥ pctive Directory 1.0.6.2315152 Installation Ok
] Mai i
l] Active DirectorriGitoie] ::j 4 Mail 5.5.1.2423339 Installation Ok
¥ Pawershell 1.0.6.2442318 Installation OK
Mail {5.5.1)
¥ yRo Multi-Node £.0.2.2707387 Installation 0K
H SOAP (1.0.3) -
— #| Dynamic Types 1.0.1.2315154 Installation Ok
=18
@ SSH (7.0.1) .
— =z v
1 3
L |
| Server Status W Running Copyright @ 1998-2015 YMware, Inc, All rights reserved | Patents: httpi/fwww.wmware.com/gofpatents |

Figure 213 Plug-ins
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A

Rack

Setup Hostname MAC Device Type 1P Vlan Vlan

Hawk Management Dell Networking S4048T 172.16.101.4 Untagged

Hawk Spinel Dell Networking S6010 172.16.101.5 Untagged

Hawk Spine2 Dell Networking S6010 172.16.101.6 Untagged

Hawk Leafl Dell Networking S6010 172.16.101.7 Untagged

Hawk Leaf2 Dell Networking S6010 172.16.101.8 Untagged

iDRAC Hypervisor Mgmt IP Username Password

Hawk ViM1 44:A8:42:26:BD:61 PowerEdge R730 172.16.104.10 2104 172.16.105.10 U 2105 root delinfv
Hawk | VIM2 44:A8:42:07:FC:0B PowerEdge R730 172.16.104.11 2104 172.16.105.11 U 2105 root dellnfv
Hawk | VIM3 44:A8:42:26:BE:6D PowerEdge R730 172.16.104.12 2104 172.16.105.12 U 2105 root dellnfv
Hawk Computel 44:A8:42:26:C2:0E PowerEdge R730 172.16.104.13 2104 172.16.105.13 U 2105 root delinfv
Hawk Compute2 44:A8:42:26:BC:E7 PowerEdge R730 172.16.104.14 2104 172.16.105.14 U 2105 root dellnfv
Hawk Compute3 44:A8:42:22:C2:D6 PowerEdge R730 172.16.104.15 2104 172.16.105.15 U 2105 root delinfv
Hawk Edgel 44:A8:42:07:FC:23 PowerEdge R730 172.16.104.16 2104 172.16.105.16 U 2105 root delinfv
Hawk Edge2 44:A8:42:22:C5:B8 PowerEdge R730 172.16.104.17 2104 172.16.105.17 U 2105 root delinfv
Hawk Edge3 44:A8:42:26:BB:07 PowerEdge R730 172.16.104.18 2104 172.16.105.18 U 2105 root delinfv
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Manaement Bonded 20 GbE 172.16.105.0
iDRAC 1GbE 172.16.104.0
I I
ScalelIO1 Network (10 GbE) em1 192.168.30.0
I

ScaleIO2 Network (10 GbE) em2 192.168.40.0

HostIO Network (Bonded 40 |

Il ..

BMS [1:9]
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B

ScalelO System

ScalelO System -1

scaleio-mgmt

. ScalelO Components
vCentre Cluster SDC's (Total 4 SVM's) Management IP Data IP UN/PW

ScalelO-GW 172.16.105.45 i:;igzzgi: root/Dellnfvl!

ESX-172.16.105.10
MDM1 & SDS 172.16.105.46 i:zig:zgiz root/Dellnfvi!

vco1 Mgmt e
(172.16.105.22) Cluster
ESX-172.16.105.11 MDM2 & SDS 172.16.105.47 ig;ig:igig root/Dellnfv1!
ESX-172.16.105.12 TB1& SDS 172.16.105.48 ig;ig:igig root/Dellnfv1!
ScalelO System -2 scaleio-res
. ScalelO Components
vCentre Cluster SDC's (Total 7 SVM's) Management IP Data IP UN/PW

ScalelO-GW 172.16.105.60 i:;igzzg;i root/Dellnfvl!

ESX-172.16.105.16
MDM1 & SDS 172.16.105.61 ig;igzzgi; root/Dellnfvi!

Resource T
Cluster

ESX-172.16.105.17 MDM2 & SDS 172.16.105.62 ig;ig:ig;: root/Dellnfv1!
(172 :I\.IGC(::f)S 24) ESX-172.16.105.18 | TB1& SDS 172.16.105.63 ig;ig:igiz root/Dellnfv1!
ESX-172.16.105.13 | SDS 172.16.105.64 igiigzzgiz root/Dellnfv1!
Edge 192.168.30.29 ,
Cluster ESX-172.16.105.14 SDS 172.16.105.65 192.168.40.29 root/Dellnfv1!
ESX- 172.16.105.15 SDS 172.16.105.66 igzig:zggg root/Dellnfv1!

Dell EMC + VMware Cloud Infrastructure Platform for NFV
VMware vCloud NFV 1.5 — Dell EMC ScalelO and NFVI Installation Guide




C Reference

Additional information can be obtained at http://www.dell.com/nfv or by e-mailing nfv@dell.com.

If you need additional services or implementation help, please contact your Dell EMC sales representative.
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