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Introduction

This guide covers an NSX deployment for the data center based on the Dell EMC Validated System for
Virtualization.

The goal of this guide is to enable a network administrator or engineer with traditional networking and
VMware ESXi experience to build a scalable NSX virtual network using the Dell EMC Validated System for
Virtualization hardware and software outlined in this guide.

This document provides a best practice leaf-spine topology with configuration steps for all physical switches in
the topology. It includes step-by-step configuration of a virtual network using VMware NSX that overlays the
physical network. This includes configuration of logical switches, routers and options for communicating with
external traditional networks using software and hardware solutions. It also includes steps to deploy ESXi on
PowerEdge servers, deployment of a vSphere vCenter Server Appliance and configuration of shared storage
on a Fibre Channel (FC) storage area network (SAN).

Note: See the appendices for product versions validated.

Validated System for Virtualization

The Dell EMC Validated System for Virtualization is the industry’s most flexible converged system to date.
The system enables network architects to choose which compute, storage and networking building blocks to
test for integration and interoperability in support of virtualized environments.

The system incorporates a wide range of form factors, technology choices and deployment options, right-
sized to fit each customer's needs. A fully-validated system can be configured, quoted and ordered in
minutes. Automated lifecycle management tools allow customers to easily deploy, scale and update the
system.

Addressing the need for flexibility

Customers face unprecedented pressures to improve efficiency and lower costs while balancing increasing
business demands against decreasing IT budgets. The current operational model of delivering IT services--
procuring technology from best-of-breed providers and managing them in isolation--proves to be time
consuming and problematic. This approach typically burdens customers to make design decisions, validate
components, set-up and configure components and manage the environment going forward. In turn, this
involves engaging multiple vendors for assistance with infrastructure elements that, over time, increase
complexity and cost.

Existing integrated solutions to these challenges are either pre-integrated and prepackaged offers or
traditional reference architectures. The former optimizes time-to-production and simplifies ongoing operations,
with customers making a tradeoff on flexibility and choice. The latter provide some degree of flexibility but do
not offer manageability or scalability benefits.

The Dell EMC Validated System for Virtualization bridges this gap by offering an integrated system that is
tested and validated. The system is highly flexible, scalable and driven, using end-to-end automation
throughout the infrastructure lifecycle.
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1.2

Differentiated approach addresses challenges and limitations

To provide IT services faster, while lowering costs and streamlining operations, Dell EMC engineered the
Validated System for Virtualization. This groundbreaking system enables greater operational efficiencies and
savings--and unparalleled management simplicity--by giving you more power than ever to define and design
it.

The system includes options from “do-it-yourself” using a deployment guide, to an on-site system integration
by Dell EMC, to using your own integration vendor.

The Dell EMC Validated System for Virtualization is:

e Built on our best-of-breed products designed for virtualization across the ecosystem.

e Tested, validated and fully integrated, yet flexible enough to be tailored for your organization,
removing risk and accelerating your time to value.

e Delivered with Dell EMC’s Active System Manager (ASM) to simplify ongoing management.

e Delivered with Dell EMC's global reach, exceptional execution and delivery, providing consistent
deployment, management and maintenance in every region of the world.

e Delivered with a single point-of-support for the complete system including hardware and software
through Dell ProSupport Plus.

Information about the Dell EMC Validated System for Virtualization is available here.

VMware NSX

VMware NSX enables network virtualization. With NSX, logical networks are created on top of a basic layer 2
(switched) or layer 3 (routed) physical infrastructure. This allows the physical and virtual environments to be
decoupled, enabling agility and security in the virtual environment while allowing the physical environment to
focus on throughput.

The NSX platform also provides for network services in the logical space. Some of these logical services
include switching, routing, firewalling, load balancing and Virtual Private Network (VPN) services.

NSX benefits include the following:

e Simplified network service deployment, migration and automation

e Reduced provisioning and deployment time

e Scalable multi-tenancy across one or more data centers

e Distributed routing and a distributed firewall at the hypervisor allow for better east-to-west traffic flow
and an enhanced security model

e Solutions for traditional networking problems such as limited VLANs, MAC address, FIB and ARP
entries

e Application requirements do not require modification to the physical network

¢ Normalization of underlying hardware, enabling easier hardware migration and interoperability
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The VXLAN protocol

NSX creates logical networks using the Virtual Extensible Local Area Network (VXLAN) protocol. The VXLAN
protocol is described in Internet Engineering Task Force document REC 7348. VXLAN allows a layer 2
network to scale across the data center by overlaying a layer 3 network. Each overlay is referred to as a
VXLAN segment and only virtual machines (VMs) within the same segment can communicate with each
other.

Each segment is identified through a 24-bit segment ID referred to as a VXLAN Network Identifier (VNI). This
allows up to 16 million VXLAN segment IDs, far greater than the traditional 4,094 VLAN IDs allowed on a
physical switch.

VXLAN is a tunneling scheme that encapsulates layer 2 frames in User Datagram Protocol (UDP) segments,
as shown in Figure 1:

<—— VXLAN Encapsulated Frame >
€— Inner Ethernet Frame —>»

Desi inner | 1P Payload FC5
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MAC soz1q | Lengh

18] = Hgader | Ouler | Cuter *IP Header Data = Vérsion, IHL,
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Data* | -col Sum =
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Figure 1 VXLAN encapsulated frame

VXLAN encapsulation adds approximately 50 bytes of overhead to each Ethernet frame. As a result, all
switches in the underlay (physical) network must be configured to support an MTU of at least 1600 bytes on
all participating interfaces.

As part of the VXLAN configuration, each ESXi host is configured with a software VXLAN tunnel end point
(VTEP). A software VTEP is a VMkernel interface where VXLAN encapsulation and de-encapsulation occurs.

A physical switch that supports VXLAN can act as a hardware VTEP, also referred to as a VXLAN Gateway
(Section 13.2). This allows communication with servers inside the data center that are outside of the virtual
network.
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Typographical conventions

This document uses the following typographical conventions:

Monospace text Command Line Interface (CLI) examples
Bold monospace text Commands entered at the CLI prompt
Italic monospace text Variables in CLI examples

Underlined monospace text CLI examples that wrap the page
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2 Hardware overview

While the Dell EMC Validated System for Virtualization has flexibility and choice across servers, storage and
networking, this guide is focused on a single instance of the system. This section briefly describes the primary

hardware used to validate this deployment. A complete listing of hardware validated for this guide is provided
in Appendix A.

2.1 Dell PowerEdge FX2s enclosure and supported modules

The PowerEdge FX2s enclosure is a 2-rack unit (RU) computing platform. It has capacity for two FC830 full-
width servers, four FC630 half-width servers or eight FC430 quarter-width servers. The enclosure is also
available with a combination of servers and storage sleds. The FX2s enclosure used in this guide contains
four FC630 servers as shown in Figure 2.

Figure 2 Dell PowerEdge FX2s (front) with four PowerEdge FC630 servers

The back of the FX2s enclosure includes two 1/0 networking modules (IOMs) and eight Peripheral
Component Interconnect Express (PCle) expansion slots.

Figure 3 Dell PowerEdge FX2s (back) with two PowerEdge FN410S IOMs installed
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2.1.1 PowerEdge FC630 server

The PowerEdge FC630 server is a half-width, 2-socket server. Four FC630 servers in the FX2s enclosure form
the compute cluster for this deployment.

Figure 4  PowerEdge FC630

2.1.2 PowerEdge FN410S 1/0O Module

The PowerEdge FN410S IOM is a multilayer switch with eight internal, server-facing ports and four external,
10GbE SFP+ ports. Two FN410S IOMs installed in the FX2s enclosure provide fault tolerance.

rhoo G868 @888C
2[._00.1:@'“‘; e T

PowerEdge FN410S

Figure 5 PowerEdge FN410S

2.2 PowerEdge R630 server

The PowerEdge R630 server is a 2-socket, 1-RU server. The management and edge clusters in this guide
use R630 servers.

Figure 6  PowerEdge R630
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Dell Networking Z9100-ON

The Z9100-ON is a 1-RU, multilayer switch with thirty-two ports supporting 10/25/40/50/100GbE plus two
10GbE ports. The leaf-spine topology covered in this guide uses two Z9100-ON switches as spines.

Figure 7 Dell Networking Z9100-ON

Dell Networking S4048-ON

The S4048-ON is a 1-RU, multilayer switch with forty-eight 10GbE SFP+ ports and six 40GbE QSFP+ ports.
The leaf-spine topology covered in this guide uses six S4048-ON switches as leaf switches.

Figure 8  Dell Networking S4048-ON

Dell Networking S3048-ON

The S3048-ON is a 1-RU switch with forty-eight 1GbE Base-T ports and four 10GbE SFP+ ports. In this
guide, one S3048-ON switch supports management traffic in each rack.

Figure 9  Dell Networking S3048-ON

Brocade 6510

The 6510 is a 1-RU, 16 Gbps FC switch with 48 ports. Each compute cluster connects to two Brocade 6510
switches for FC storage traffic.

o e e = » e ¥ a— careeees |

Figure 10 Brocade 6510
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Dell Storage Center SC9000 Storage System

This guide uses the SC9000 Storage System as part of the FC SAN. It consists of two 2-RU storage
controllers, shown in Figure 11 and Figure 12, plus SC-series expansion enclosures. It supports up to twenty
16Gb FC ports.

Figure 11  Dell Storage Center SC9000 (front)

-

..................

Figure 12 Dell Storage Center SC9000 (back)

Dell Storage SC420 expansion enclosure

The SC420 12Ghb SAS expansion enclosure has a 2-RU form factor with twenty-four 2.5" drive bays. In this
deployment example, up to eight SC420 enclosures may be added to the SC9000 Storage System for up to
192 drives.

Figure 13  Dell Storage SC420 (front)
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Topology

This section provides an overview of the physical and virtual topology used in this deployment.

Servers

The servers are grouped into three VMware vCenter clusters, with one cluster per physical rack:

e Rack 1 Management Cluster — contains three PowerEdge R630 servers
e Rack 2 Compute FC630 Cluster — contains one PowerEdge FX2s chassis with four FC630 servers.
e Rack 3 Edge Cluster — contains three PowerEdge R630 servers

The three clusters have been spread across three physical racks as shown in Figure 14 to illustrate the
scalability of this design as additional servers and switches are added.

Production network

The production network used in this guide is divided into three major components:

e The physical, or underlay, data center network as shown in Figure 14.
e The NSX virtual, or overlay, network as shown in Figure 15.
e The FC SAN as shown in Figure 17.
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3.2.1 Physical data center network (underlay)

On the physical data center network, a leaf-spine topology is used for performance and scalability. Two leaf
switches (S4048-ONs) are used in each rack for redundancy and increased performance. Dell Virtual-Link
Trunking (VLT) connects each pair of leaf switches.

Each leaf switch has point-to-point connections to both spine switches (Z9100-ONs). Traffic between the leaf
switches and spine switches is routed and Equal-Cost Multi-Path routing (ECMP) is leveraged to utilize all
available bandwidth.

Leaf switch pairs are connected to downstream devices via VLT port channels. In Racks 1 and 3, these are
direct connections to the QLogic 578xx adapters in the R630 servers. In Rack 2, Leaf Switches 3 and 4 are
connected to a pair of FN410S switches in the FX2s chassis. The FN410S switches are configured for VLT
and are connected to FC630 servers inside the chassis via VLT port channels.

—

10GbE FN410S-A1 vt FN410S-A2
R630-1
m m ~ =
10GbE
R630-2
m m
10GbE
R630-3

10GbE
FC630-1

Management Cluster

Management Network
Edge Cluster

Management Network

Compute FC630 Cluster

NSX and vMotion Traffic
e NOrth/South Traffic
e Management (iDRAC and ESXi)
e POiNt-to-Point Interfaces

Management Network

FC630-4 PCle

FX2s Chassis Ml
v

Figure 14 Physical data center network
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3.2.2  NSXvirtual network (overlay)

The virtual network, built with VMware NSX, overlays the data center network. All servers participating in the
virtual network run VMware ESXi. VM-to-VM traffic is contained within the virtual network.

Traffic from the data center's virtual network to the network core or Wide Area Network (WAN) can be
configured to pass through an Edge Services Gateway (ESG). This takes advantage of additional services
provided by NSX, such as firewalling, load balancing and VPN services. ESG configuration is covered in
Section 13.1.

Figure 15 shows the NSX virtual network built for this guide.

To Core/WAN

Q Edge Services

Gateway
V5 (ESG)
Transit Logical Switch w%
VNI 5000 . i
172.16.0.0/24 3
Distributed

172.16.0. 254| Logical Router

(DLR)
10.10.10.1 ' 10.10.30.1

10.10.20.1

Web-Tier App-Tier = 71 DB-Tier
Logical ﬂ Logical ‘ Logical |
Switch L e Switch Switch

VNI 5001 &= VNI 5002 VNI 5003

10.10.10.0/24 10.10.20.0/24 10.10.30.0/24
Web- Web- App- App- DB-
VM1 VM2 VM1 VM2 VM1
Virtual Virtual Virtual Virtual Virtual
Machine Machine Machine Machine Machine
10.10.10.11 10.10.10.12 10.10.20.11 10.10.20.12 10.10.30.11

Figure 15 NSX virtual network
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3.2.3  Combined physical and virtual networks

Figure 16 shows the combined physical data center network and virtual NSX network. All servers are running

ESXi.

The management cluster in Rack 1 contains the vCenter Server Virtual Appliance (VCVA), NSX Manager and

NSX controllers.

The compute cluster in Rack 2 contains the production virtual machines. In this guide, the compute cluster
includes VMs deployed to different virtual networks to represent web servers, application servers and

database servers.

The edge cluster in Rack 3 contains the ESG for connectivity to the network core or WAN. The edge cluster
also contains the distributed logical router (DLR) for routing NSX traffic between networks.
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Figure 16 Combined physical and virtual networks
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FC SAN

Key vSphere features, such as vSphere High Availability (HA) and Distributed Resource Scheduler (DRS),
require ESXi host clusters to be configured with shared storage. Shared storage can be provided by a variety
of methods including an FC SAN, iSCSI SAN or VMware Virtual Storage Area Network (VSAN). The
deployment example in this guide uses an FC SAN in the Rack 2 Compute FC630 Cluster, as shown in
Figure 17.

The FC SAN is a dedicated storage network. Each FC630 server has a dual-port QLogic QLE2662 16 Gb FC
adapter connected to a pair of Brocade 6510 switches which are in turn connected to an SC9000 Storage
System. There are two Brocade 6510 switches and one SC9000 Storage System in each rack that contains a
compute cluster.

SC9000

Controller 1 Controller 2

=

Brocade 6510-1 Brocade 6510-2

FC-1 FC-2

w | HEEN
E 10GbE
FC630-1
T T 1 FC-1, Storage Traffic
o 10GbE FC-2, Storage Traffic
. FC630-2 NSX and vMotion Traffic

Management (CMC and ESXi)

10GbE

FC630-3

PCle

10GbE

FC630-4
cvic

Rack 2 Compute FC630 Cluster

PCle

Figure 17 Rack 2 Compute FC630 Cluster FC SAN

Note: FC SAN configuration instructions for the Rack 2 Compute FC630 Cluster are provided in Section 10
of this document. The FC instructions can be extended to the Rack 1 Management and Rack 3 Edge
clusters as well. Optionally, for VSAN configuration instructions, see Dell EMC NSX Reference Architecture -
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FC430 Compute Nodes with VSAN Storage or Dell EMC NSX Reference Architecture - R730xd Compute
Nodes with VSAN Storage available on Dell TechCenter.

Management network

This guide uses a single management traffic network that is isolated from the production network. An S3048-
ON switch installed in each rack provides connectivity to the management network.

Each R630 server has a 1GbE network adapter installed for ESXi host management and an iDRAC for out-of-
band (OOB) server management. Each FX2s chassis has four 1GbE add-in PCle network adapters (each
connected internally to an FC630 server) for ESXi host management and a Chassis Management Controller
(CMC) for OOB management. The CMC provides access to each FC630 server's iDRAC. Each SC9000
controller has one iDRAC and one management port.

These devices, in addition to the S4048-ON, Z9100-ON and Brocade 6510 switch management ports (not
shown), are all connected to the management network as shown in Figure 18.
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Management Network

S3048-ON S3048-ON

Rack 1 Rack 2
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Compute FC630 Cluster

Controller 1

SC9000
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Figure 18 Physical layout of iDRAC, CMC, ESXi, switch and controller management interfaces
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4 Network connections

This section details the physical network connections in each cluster.

4.1 Production network connections

411 Management cluster — data center network
Figure 19 shows three PowerEdge R630 servers in the Rack 1 Management cluster connected to two S4048-
ON switches (Leaf 1 and Leaf 2) via QLogic 57810 SFP+ dual-port Network Daughter Cards (NDCs). The leaf
switches are VLT peers and one NDC port from each server connects to each leaf.

Note: Optionally, QLogic 57840 SFP+ quad-port NDCs may be used in the management cluster R630
servers. Only two NDC ports are used in management cluster servers in this guide.

Leaf 1 VLTI Leaf 2

R630-1

R630-2

R630-3

Figure 19 Production network connections for the management cluster
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4.1.2  Compute cluster — data center network
Figure 20 shows the Rack 2 Compute cluster data center network connections from the FN410S switches in
the FX2s chassis to Leaf 3 and Leaf 4. The leaf switches are VLT peers and three FN410S ports connect to
each leaf switch. The FN410S switches are also VLT peers. The fourth FN410S port functions as the VLTI
(VLT interconnect) between the switches.

Inside the FX2s chassis (not shown), four PowerEdge FC630 servers connect via QLogic 57840 quad-port
network adapters to FN410S-A1l and A2. For each server, two links connect internally to FN410S-Al and two
connect to FN410S-A2.

FX2s Chassis

Figure 20 Production network connections for the compute cluster
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Compute cluster — FC SAN

Each FC630 server has one dual-port QLogic QLE2662 FC adapter installed in the back of the FX2s chassis
for FC storage traffic. FX2s chassis PCle slots 1, 3, 5 and 7 are used in this example. The connections are
split between two Brocade 6510 switches. One port is connected to 6510-1 and the other connected to 6510-
2.

The SC9000 Storage System has two controllers with two dual-port FC adapters installed in each. The
adapters are installed in SC9000 controller slots 4 and 6 in this example. The connections to each controller
are split between Brocade 6510-1 and 6510-2 for fault tolerance.
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Figure 21 Compute cluster — FC SAN connections
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4.1.4  Edge cluster — data center network
In the Rack 3 Edge cluster, three PowerEdge R630 servers connect to S4048-ON switches, Leaf 5 and Leaf
6, via QLogic 57840 quad-port NDCs. The yellow connections are used for East-West connections to Racks 1
and 2 and the blue connections are used for North-South connections to the network core or WAN.

R630-5

R630-6

Figure 22 Production network connections for the edge cluster
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Management network connections

These connections are used for non-production, management traffic.

Management and edge clusters

In the Rack 1 Management cluster, servers R630-1 through R630-3 are connected to an S3048-ON switch via
add-in Intel I350-T dual-port PCle adapters. The R630 server iDRACs are connected to the same switch as

shown in Figure 23. The Rack 3 Edge cluster is identical and uses servers R630-4 through R630-6.

R630-1
ur——w NI o] )
=B @B @Y | o0

R630-3

Figure 23 Management cluster — management network connections (edge cluster is identical)
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4.2.2  Compute cluster
For management traffic in the Rack 2 Compute Cluster, each FC630 server has one Intel I350-T add-in
adapter installed in the back of the FX2s chassis in PCle slots 2, 4, 6 and 8. These connections, along with

the CMC, are connected to an S3048-ON switch.

Each SC9000 storage controller has a management port and an iDRAC connected the S3048-ON.
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Eé HO I \\7/‘4[ CLLLLLEEEEEL IHIS= \76‘ CLLLLELLLE L HI S ‘:
SC9000 2| g uhmnmnn | H | ensssmssmnns :‘h_ B 3 -
Controller 1 |5 2 apassan | _

©
°o

SC9000 -
Controller 2 |°

Figure 24 Compute cluster — management network connections
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Leaf-spine topology

In a leaf-spine architecture, a series of access layer (top-of-rack) switches form the leaf switches. These
switches are fully meshed to a series of spine switches. Each leaf connects to each spine, but the spines do
not connect to one another. The total number of connections is equal to the number of leaf switches multiplied
by the number of spine switches.

The mesh ensures that leaf switches are no more than one hop away from one another, minimizing latency
and the likelihood of bottlenecks between leaf switches. Given any single-link failure scenario, all leaf
switches retain connectivity to one another through the remaining links.

The connections between spine switches and leaf switches can be layer 2 or layer 3. The deployment
scenario in this guide uses layer 3 connections. This limits layer 2 broadcast domains, resulting in improved
network stability and scalability.

Figure 25 Leaf-spine topology example

Figure 25 shows a high-level diagram of the leaf-spine topology used in this guide with Z9100-ON switches as
spines and S4048-ON switches as leaf switches.

The Z9100-ON supports a maximum number of 32 leaf switches. The example in this document uses six leaf
switches in three racks. Two leaf switches are used in each rack for redundancy. The first rack contains the
management cluster, the second rack contains the compute cluster and the edge cluster is in the third rack.

As administrators add racks to the data center, two leaf switches are added to each new rack. As bandwidth
requirements increase, spine switches are added as needed. Scaling guidance is covered in Section 14.

Routing protocol selection

Choose from any of the following three routing protocols when designing a leaf-spine network:

e Border gateway protocol (External or Internal BGP)
e Open Shortest Path First (OSPF)
e Intermediate System to Intermediate System (IS-IS).

BGP was selected for this guide for scalability. BGP can be configured as External BGP (EBGP) to route
between autonomous systems or Internal BGP (IBGP) to route within a single autonomous system.
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EBGP excels at prefix filtering, traffic engineering and traffic tagging. This allows BGP to match on any
attribute or prefix and prune prefixes between switches. Unlike EBGP, IBGP requires BGP add-path to
support ECMP. To handle peering, IBGP requires route reflectors to mitigate the protocol’s full-mesh
requirement.

For scalability and the reasons described above, an EBGP deployment is used in this guide.

BGP ASN configuration

BGP has a reserved, private, 2-byte Autonomous System Number (ASN) range from 64,512 to 65,535. For
this EBGP configuration, each switch is assigned a separate ASN. Figure 26 below shows the ASN
assignments used in this guide.

ASN 64701 ASN 64706 5

Rack 1 Rack 2 Rack 3

Figure 26 BGP ASN assignments

BGP fast fall-over

BGP tracks IP reachability to the peer remote address and the peer local address. Whenever either address
becomes unreachable (for example, no active route exists in the routing table for the peer IPv4
destination/local address), BGP brings down the session with the peer. This feature is called fast fall-over.
Dell EMC recommends enabling fast fall-over for EBGP settings.
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54 IP Address Management

Proper IP address management is critical before deploying a leaf-spine topology. This section covers the IP
addressing used on the physical network in this guide.

54.1 Loopback addresses
Figure 27 shows the loopback addresses used as router IDs. All loopback addresses are part of the
10.0.0.0/8 address space with each switch using a 32-bit mask.

In this scheme, the third octet represents the layer, 1 for spine and 2 for leaf. The fourth octet is the counter
for the appropriate layer. For example, 10.0.1.1/32 is the first spine switch in the topology while 10.0.2.4/32 is
the fourth leaf switch.

This address scheme helps with establishing BGP neighbor adjacencies as well as troubleshooting
connectivity.

10.0.2.1/32 10.0.2.6/32 5

Rack 1 Rack 2 Rack 3

Figure 27 Loopback addressing
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Point-to-point addresses

Table 1 below lists layer 3 connection details for each leaf and spine switch. The IP scheme below can be
easily extended to account for additional leaf and spine switches.

All addresses come from the same base IP prefix, 192.168.0.0/16 with the 3 octet representing the spine
number. For instance 192.168.1.0/31 is a two host subnet that ties to Spine 1 while 192.168.2.0/31 ties to

Spine 2.

Table 1 Interface and IP configuration
Soyrce Rack Source Source Network Degtination Pestination Destination Label
switch interface | IP switch interface P
Leaf1 |1 fol/49 A 192.168.1.0/31 | Spine 1 fol/1/1 .0 A
Leaf1 |1 fo1/50 A 192.168.2.0/31 | Spine 2 fol/1/1 .0 B
Leaf2 |1 fol/49 3 192.168.1.2/31 | Spine 1 fol/2/1 2 C
Leaf2 |1 fo1/50 3 192.168.2.2/31 | Spine 2 fol/2/1 2 D
Leaf3 |2 fol/49 .5 192.168.1.4/31 | Spine 1 fol/3/1 4 E
Leaf3 |2 fol/50 .5 192.168.2.4/31 | Spine 2 fol/3/1 4 F
Leaf4 |2 fol/49 4 192.168.1.6/31 | Spine 1 fol/4/1 .6 G
Leaf4 |2 fo1/50 7 192.168.2.6/31 | Spine 2 fol/4/1 .6 H
Leaf5 |3 fol/49 9 192.168.1.8/31 | Spine 1 fol/5/1 .8 I
Leaf5 |3 fo1/50 9 192.168.2.8/31 | Spine 2 fol/5/1 .8 J
Leaf6 |3 fol/49 A1 192.168.1.10/31 | Spine 1 fol/6/1 10 K
Leaf6 |3 fol/50 A1 192.168.2.10/31 | Spine 2 fol/6/1 10 L

DELLEMC
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Figure 28 shows the links from Table 1:

Rack 1 Rack 2 Rack 3

Figure 28 Point-to-point IP addressing

Note: The example point-to-point addresses use a 31-bit mask to save address space. This is optional and
covered in REC 3021. Below is an example when setting an IP address with a 31-bit mask on a Dell S4048-
ON. The warning message can be safely ignored on point-to-point interfaces.

Leaf-1(conf-if-fo-1/49)#ip address 192.168.1.1/31
% Warning: Use /31 mask on non point-to-point interface cautiously.
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VLANSs and IP addressing

Table 2 outlines the VLAN IDs, network and gateway addresses used on the data center network. The "x" in
each network address is replaced by the rack number to create a different network for each rack. The
gateway address is the Virtual Router Redundancy Protocol (VRRP) group address, described in the next
section. The VLANs and networks are advertised through the BGP instance at the same cost.

Table 2 VLAN and network examples

VLAN ID Network Gateway Used For

22 10.22.x.0/24 10.22.x.254 vMotion

55 10.55.x.0/24 10.55.x.254 NSX
VRRP

VRRP is designed to eliminate a single point of failure in a routed network. VRRP is used to create a virtual
router which is an abstraction of the two physical leaf switches. The virtual router is assigned an IP address
that is used as the gateway address by the compute nodes. In the event that one of the leaf switches fails, the
remaining leaf acts as the gateway until the failed unit recovers.

As illustrated in Figure 29, Node 1 is participating in VLAN 55 in Rack 2. The node has an IP address of
10.55.2.1. The node's gateway address is set to 10.55.2.254. This is the Virtual IP (VIP) provided by the
VRRP instance running between leaf switches 3 and 4.

Leaf 3 VLT Leaf 4
10.55.2.252/24 10.55.2.253/24

VIP: 10.55.2.254

VRRP

10.55.2.1/24

Node 1

Figure 29 VRRP configuration example — VLAN 55 in Rack 2

A VRRP instance is created for each VLAN in each pair of leaf switches at the top of each rack.

Table 3 shows the VRRP IP addressing scheme for NSX VLAN 55 as an example. The numbering scheme is
also used for the vMotion VLAN (VLAN 22), with the 2" octet in the IP addresses replaced with the VLAN
number.
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Table 3 VRRP interface configuration for VLAN 55 — Racks 1-3

Rack 1D VLAN First Leaf VLAN IP | Second Leaf VLAN IP | Virtual IP

Rack 1 55 10.55.1.252/24 10.55.1.253/24 10.55.1.254

Rack 2 55 10.55.2.252/24 10.55.2.253/24 10.55.2.254

Rack 3 55 10.55.3.252/24 10.55.3.253/24 10.55.3.254
ECMP

ECMP is the core protocol enabling the deployment of a layer 3 leaf-spine topology. ECMP gives each leaf
and spine switch the ability to load balance flows across a set of equal next-hops. For example, when using
two spine switches, each leaf has a connection to each spine. For every flow egressing a leaf switch, there
exists two equal next-hops: one to each spine.

Rack 1 Rack 2 Rack 3
Figure 30 ECMP

VLT

A pair of leaf switches at the top of each rack provides redundancy. These switches' configurations include
the Dell Networking Virtual Link Trunking (VLT) feature.

VLT reduces the role of spanning tree protocols (STPs) by allowing link aggregation group (LAG) terminations
on two separate switches and supporting a loop-free topology. VLT provides Layer 2 multipathing and load-
balances traffic where alternative paths exist. Virtual Link Trunking offers the following additional benefits:

e Allows a single device to use a LAG across two upstream devices
e Eliminates STP-blocked ports

e Uses all available uplink bandwidth

e Provides fast convergence if either the link or a device fails

e Provides link-level resiliency

e Assures high availability
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Uplink Failure Detection

If a leaf switch loses connectivity to the spine layer, the attached hosts continue to send traffic without a direct
path to the destination. The VLTI link to the peer leaf switch handles traffic during such a network outage, but
this is not considered a best practice.

Dell EMC recommends enabling Uplink Failure Detection (UFD), which detects the loss of upstream
connectivity. An uplink-state group is configured on each leaf switch, which creates an association between
the spine uplinks and the downlink interfaces. An uplink-state group is also configured on each FN410S.

In the event of an uplink failure, UFD automatically shuts down the corresponding downstream interfaces.
This propagates down to the hosts attached to the leaf or FN410S switch. The host then uses its remaining
Link Aggregation Control Protocol (LACP) port member to continue sending traffic across the leaf-spine
network.
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Configure physical Ethernet switches

This section contains Ethernet switch configuration details with explanations for one switch in each major role
on the production network. This chapter details the following switches:

e FN410S-Al

S4048-ON: Leaf 1

S4048-ON: Leaf 5 with edge configuration
Z9100-ON: Spine 1

The remaining switches use configurations very similar to one of the five configurations above, with the
applicable switches specified in each section. Complete configuration files for all switches used on the
production network in this guide are provided as attachments.

Notes: MTU - The MTU is set to 9216 bytes on all switch interfaces in this guide. On the data center
network, VXLAN protocol requirements require setting the MTU to at least 1600 bytes on all switches that
will handle NSX traffic. Port Channel Numbering — LACP port channel numbers may be any number in the
range 1-128.

Factory default settings

The configuration commands in the sections below assume switches are at their factory default settings. All
Ethernet switches in this guide can be reset to factory defaults as follows:

switch#restore factory-defaults stack-unit unit# clear-all
Proceed with factory settings? Confirm [yes/no]:yes

Factory settings are restored and the switch reloads. After reload, enter A at the [A/C/L/S] prompt as shown
below to exit Bare Metal Provisioning mode.

This device is in Bare Metal Provisioning (BMP) mode.
To continue with the standard manual interactive mode, it is necessary to
abort BMP.

Press A to abort BMP now.

Press C to continue with BMP.

Press L to toggle BMP syslog and console messages.
Press S to display the BMP status.

[A/C/L/S]:A

% Warning: The bmp process will stop ...

Dell>

The switch is now ready for configuration.

Note: Resetting Brocade FC switches to factory default settings is covered in Section 10.3.1.
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FN410S switch configuration

The compute cluster includes a PowerEdge FX2s chassis with four FC630 servers and two FN410S switches.

Each FC630 server has an LACP-enabled port channel connected to internal interfaces of each FN410S. For
clarity, only port channel 1 (for server FC630-1) is shown in Figure 31. The remaining port channels are
numbered 2-4.

The two FN410S switches are configured as VLT peers. Three of the four FN410S external interfaces,
tengigabitethernet 0/10-12, are configured in port channel 128 which is connected to leaf switches 3 and 4.
The 4 external interface, tengigabitethernet 0/9, is used as the VLT interconnect between FN410S-Al and
FN410S-A2.

Leaf 3 VLT Leaf 4 LB—
L2
Rack 2
- P0128 >

FN410S-A1 vt FN410S-A2

10GbE
FC630-1

EEEEN
10GbE
FC630-3

Compute FC630 Cluster

FX2s Chassis
Figure 31 FN410S network connections (internal port channels to FC630-2 through 4 not shown)

The following section outlines the configuration commands issued to the FN410S switches. The switches start
at their factory default settings per Section 6.1.

After FN410S switches boot to their default settings, place them in full-switch mode as follows:

Dell>enable
Dell#configure
Dell(conf)#stack-unit 0 iom-mode Full-switch

% You are about to configure the Full Switch Mode.
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Please reload to effect the changes
Dell(conf)#do reload

System configuration has been modified. Save? [yes/no]: yes
Proceed with reload [confirm yes/no]: yes

After FN410S switches boot to full-switch mode, enter the following commands to configure FN410S-A1l.

Note: Ensure FN410S switches have been placed in full-switch mode before proceeding. The following
configuration details are specific to switch FN410S-A1l. The configuration for FN410S-A2 is similar. See the
FN410S-Al.txt and FN410S-A2.txt attachments.

Initial configuration involves setting the hostname, enabling Link Layer Discovery Protocol (LLDP) and
disabling Data Center Bridging (DCB). LLDP is useful for troubleshooting (see Section 9.8). DCB is enabled
by default on FN410S but is not used in this environment.

Finally, configure the management interface and default gateway.

enable
configure

hostname FN410S-Al

protocol Ildp

advertise management-tlv management-address system-description system-name
advertise interface-port-desc

no dcb enable

interface ManagementEthernet 0/0
ip address 100.67.187.151/24
no shutdown

management route 0.0.0.0/0 100.67.187.254

Next, the VLT interface between the two switches is configured. In this configuration, interface
tengigabitethernet 0/9 is used for the VLTi interface. It is added to static port-channel 127. The backup
destination is the management IP address of the VLT peer switch, FN410S-A2. The VLT unit-id is set to 0
(and is set to 1 on FN410S-A2).

interface port-channel 127
description VLTi

mtu 9216

channel-member tengigabitethernet 0/9
no shutdown

Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0



40

interface tengigabitethernet 0/9
description VLTi
no shutdown

vit domain 127

peer-link port-channel 127

back-up destination 100.67.187.162
unit-id O

The upstream interfaces to the two leaf switches are configured in this section. External interfaces

tengigabitethernet 0/10-12 are used and placed in LACP-enabled port channel 128. The port channel is

configured for VLT and jumbo frames are enabled for VXLAN traffic.

interface range tengigabitethernet 0/10-12
description To Leaf switches 3 and 4 te 1/45-47
mtu 9216

port-channel-protocol LACP

port-channel 128 mode active

no shutdown

interface port-channel 128

description To Leaf switches 3 and 4 te 1/45-47
mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 128

no shutdown

The downstream interfaces are configured in the next set of commands. Internal interfaces are added to a
port channel to each FC630. The port channels are configured for VLT and jumbo frames are enabled on all

interfaces for VXLAN traffic.

interface tengigabitethernet 0/1
description To FC630-1

mtu 9216

port-channel-protocol LACP
port-channel 1 mode active

no shutdown

interface tengigabitethernet 0/2
description To FC630-1

mtu 9216

port-channel-protocol LACP
port-channel 1 mode active

no shutdown

interface port-channel 1
description To FC630-1
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portmode hybrid

switchport

vit-peer-lag port-channel 1
no shutdown

interface tengigabitethernet 0/3
description To FC630-2

mtu 9216

port-channel-protocol LACP
port-channel 2 mode active

no shutdown

interface tengigabitethernet 0/4
description To FC630-2

mtu 9216

port-channel-protocol LACP
port-channel 2 mode active

no shutdown

interface port-channel 2
description To FC630-2

mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 2
no shutdown

interface tengigabitethernet 0/5
description To FC630-3

mtu 9216

port-channel-protocol LACP
port-channel 3 mode active

no shutdown

interface tengigabitethernet 0/6
description To FC630-3

mtu 9216

port-channel-protocol LACP
port-channel 3 mode active

no shutdown

interface port-channel 3
description To FC630-3
mtu 9216

portmode hybrid
switchport
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vit-peer-lag port-channel 3
no shutdown

interface tengigabitethernet 0/7
description To FC630-4

mtu 9216

port-channel-protocol LACP
port-channel 4 mode active

no shutdown

interface tengigabitethernet 0/8
description To FC630-4

mtu 9216

port-channel-protocol LACP
port-channel 4 mode active

no shutdown

interface port-channel 4
description To FC630-4

mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 4

Finally, the two required VLAN interfaces are created. All downstream and upstream port channels are tagged
in each VLAN.

interface Vlan 22
description vMotion

mtu 9216

tagged Port-channel 1-4,128
no shutdown

interface Vlan 55
description NSX

mtu 9216

tagged Port-channel 1-4,128
no shutdown

UFD is configured. This shuts the downstream interfaces if all uplinks fail. The hosts attached to the switch
use the remaining LACP port member to continue sending traffic across the fabric.

uplink-state-group 1

description Disable downstream ports in event all uplinks fail
downstream Port-channel 1-4

upstream Port-channel 128
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Save the configuration

end
write

S4048-ON leaf switch configuration

Each S4048-ON leaf switch has an LACP-enabled port channel connected to each of the downstream R630
servers, or in the case of the compute cluster, the downstream FN410S switches.

There are a total of six leaf switches in this guide, with two in each rack configured as VLT peers.

The following section outlines the configuration commands issued to S4048-ON leaf switches. The switches
start at their factory default settings per Section 6.1.

Note: The following configuration details are specific to Leaf 1. The remaining leaf switches, 2-6, are similar.
Leaf switches 3-4 have a different downstream port channel configuration. Leaf switches 5-6 have additional
edge configuration steps that are covered in the next section. Complete configuration details for all six leaf
switches are provided in the attachments named leafl.txt through leaf6.txt.

Initial configuration involves setting the hostname and enabling LLDP. LLDP is useful for troubleshooting (see
Section 9.8). Finally, the management interface and default gateway are configured.

enable
configure

hostname Leaf-1

protocol Ildp

advertise management-tlv management-address system-description system-name
advertise interface-port-desc

interface ManagementEthernet 1/1
ip address 100.67.187.35/24
no shutdown

management route 0.0.0.0/0 100.67.187.254

Next, the VLT interfaces between Leaf-1 and Leaf-2 are configured. In this configuration, interfaces fortyGigE
1/53-54 are used for the VLT interconnect. They are added to static port-channel 127. The backup destination
is the management IP address of the VLT peer switch, Leaf-2.

interface port-channel 127
description VLTi

mtu 9216

channel-member fortyGigkE 1/53 - 1/54
no shutdown
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interface range fortyGigkE 1/53 - 1/54
description VLTi
no shutdown

vit domain 127

peer-link port-channel 127
back-up destination 100.67.187.34
unit-id O

exit

The downstream interfaces, to the R630 servers in this case, are configured in the next set of commands.
Each interface is added to a humerically corresponding port channel. The port channels are configured for
VLT and jumbo frames are enabled on all interfaces for VXLAN traffic.

interface tengigabitethernet 1/2
description To R630-1 100.67.187.19
mtu 9216

port-channel-protocol LACP
port-channel 2 mode active

no shutdown

interface port-channel 2
description To R630-1 100.67.187.19
mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 2

no shutdown

interface tengigabitethernet 1/4
description To R630-2 100.67.187.18
mtu 9216

port-channel-protocol LACP
port-channel 4 mode active

no shutdown

interface port-channel 4
description To R630-2 100.67.187.18
mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 4

no shutdown

interface tengigabitethernet 1/6

description To R630-3 100.67.187.17
mtu 9216
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port-channel-protocol LACP
port-channel 6 mode active
no shutdown

interface port-channel 6
description To R630-3 100.67.187.17
mtu 9216

portmode hybrid

switchport

vit-peer-lag port-channel 6

no shutdown

The two required VLAN interfaces are created. All downstream port channels are tagged in each VLAN. Each
interface is assigned to a VRRP group and a VRRP address is assigned. VRRP priority is set to 254 to make
this switch the master. (On the VRRP peer switch, priority is set to 1).

interface Vlan 22
description vMotion

ip address 10.22.1.252/24
mtu 9216

tagged Port-channel 2,4,6
vrrp-group 22

description vMotion
priority 254
virtual-address 10.22.1.254
no shutdown

interface Vlan 55
description NSX

ip address 10.55.1.252/24
mtu 9216

tagged Port-channel 2,4,6
vrrp-group 55

description NSX

priority 254
virtual-address 10.55.1.254
no shutdown

The upstream layer 3 interfaces connected to the spines are configured. A loopback interface is configured as
the router ID for BGP.

interface fortyGigE 1/49
description To Spine-1

ip address 192.168.1.1/31
mtu 9216

no shutdown
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interface fortyGigE 1/50
description To Spine-2
ip address 192.168.2.1/31

mtu 9216
no shutdown

interface loopback 0O

description Router ID

ip address 10.0.2.1/32

BGP is configured to allow routing to the IP fabric. Additionally, an IP prefix and route map are created to
automatically redistribute all leaf subnets and loopback addresses from the leaf and spine switches.

route-map spine-leaf permit 10
match ip address spine-leaf

ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks
seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24

router bgp 64701

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf
bgp graceful-restart
neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1
neighbor spine-leaf no shutdown

neighbor 192.168.
neighbor 192.168.
neighbor 192.168.
neighbor 192.168.
neighbor 192.168.
neighbor 192.168.

1.

NNDNEPEFEP

OO O0OO0OO0oOo

remote-as 64601
peer-group spine-leaf
no shutdown

remote-as 64602
peer-group spine-leaf
no shutdown

An ECMP group is created that includes the point-to-point interfaces to the two spine switches.

ecmp-group 1

interface fortyGigE 1/49
interface fortyGigE 1/50
link-bundle-monitor enable

UFD is configured. This shuts the downstream interfaces if all uplinks fail. The hosts attached to the switch
use the remaining LACP port member to continue sending traffic across the fabric.

uplink-state-group 1
description Disable downstream ports in event all uplinks fail
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downstream TenGigabitEthernet 1/1-1/48
upstream fortyGigkE 1/49,1/50

Save the configuration.

end
write

6.3.1  S4048-ON edge switch configuration

The following section contains additional configuration steps required on leaf switches 5 and 6 connected to
the core/WAN shown in Figure 32 below.

Note: Only the north/south (blue) links to the core/WAN are configured in this section. The remaining links
were configured in the previous section. The following configuration details are specific to Leaf 5. Leaf 6 is
similar. Complete configuration details are provided in the attachments named leaf5.txt and leaf6.txt.

To Core/WAN

Edge Cluster

NSX, vSAN, vMotion Traffic
e NOrth/South Traffic
e Management (iDRAC and ESXi)
s PoiNt-to-Point Interfaces

Management Network

<&
<

Figure 32 Edge cluster leaf switch configuration
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Enable layer 3 VLT peer-routing. This will allow leaf 5 and leaf 6 to create an OSPF neighbor adjacency
across the VLTi link.

vit domain 127
peer-routing

Add the edge/wan/core links to the R630 edge servers

interface tengigabitethernet 1/18
description Edge To R630-4 100.67.187.14
port-channel-protocol LACP

port-channel 12 mode active

no shutdown

interface port-channel 12

description Edge To R630-4 100.67.187.14
portmode hybrid

switchport

vit port-channel 12

no shutdown

interface tengigabitethernet 1/20
description Edge To R630-5 100.67.187.15
port-channel-protocol LACP

port-channel 14 mode active

no shutdown

interface port-channel 14

description Edge To R630-5 100.67.187.15
portmode hybrid

switchport

vlt port-channel 14

no shutdown

interface tengigabitethernet 1/22
description Edge To R630-6 100.67.187.16
port-channel-protocol LACP

port-channel 16 mode active

no shutdown

interface port-channel 16

description Edge To R630-6 100.67.187.16
portmode hybrid

switchport

vit port-channel 16

no shutdown
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Add VLAN 66. This VLAN is dedicated to handling north/south traffic and does not use VRRP. The interface is
used to create an Open Shortest Path First (OSPF) router adjacency and does not require a VRRP group
address for forwarding.

interface vlan 66
description Edge

ip address 10.66.3.252/24
tagged Port-channel 12,14,16
no shutdown

Create an OSPF routing process to handle north to south traffic. A specific router ID is specified here to
separate the neighbor relationship tables. This OSPF instance will created a neighbor relationship with Leaf 6
as well as the ESG, configured in Section 12.

router ospf 1
network 10.66.3.0/24 area O
router-id 10.66.3.252

Save the configuration

end
write

Z9100-ON spine switch configuration

Note: The following configuration details are specific to Spine 1. Spine 2 is similar. Complete configuration
details are provided in the attachments named spinel.txt and spine2.txt.

Set the hostname, enable LLDP and configure the management interface. Set the interface speed to 40GbE
for all interfaces used for point-to-point links with the six leaf switches.

enable
configure

hostname Spine-1

protocol Ildp

advertise management-tlv management-address system-description system-name
advertise interface-port-desc

interface ManagementEthernet 1/1

ip address 100.67.187.39/24

no shutdown

management route 0.0.0.0/0 100.67.187.254

stack-unit 1 port 1 portmode single speed 40G no-confirm
stack-unit 1 port 2 portmode single speed 40G no-confirm
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stack-unit 1 port 3 portmode
stack-unit 1 port 4 portmode
stack-unit 1 port 5 portmode
stack-unit 1 port 6 portmode

single
single
single
single

speed 406G
speed 406G
speed 406G
speed 406G

no-confirm
no-confirm
no-confirm
no-confirm

The point to point interfaces and loop back interface are configured.

interface fortyGigE 1/1/1
description To Leaf 1 fol/49
ip address 192.168.1.0/31
mtu 9216

no shutdown

interface fortyGigE 1/2/1
description To Leaf 2 fol/49
ip address 192.168.1.2/31
mtu 9216

no shutdown

interface fortyGigE 1/3/1
description To Leaf 3 fol/49
ip address 192.168.1.4/31
mtu 9216

no shutdown

interface fortyGigE 1/4/1
description To Leaf 4 fol/49
ip address 192.168.1.6/31
mtu 9216

no shutdown

interface fortyGigE 1/5/1
description To Leaf 5 fol/49
ip address 192.168.1.8/31
mtu 9216

no shutdown

interface fortyGigE 1/6/1
description To Leaf 6 fol/49
ip address 192.168.1.10/31
mtu 9216

no shutdown

interface loopback 0O
description Router ID
ip address 10.0.0.1/32
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BGP is configured to allow routing to the IP fabric. Additionally, an IP prefix and route map are created to
automatically redistribute all leaf subnets as well as loopback addresses from the leaf and spine switches.

route-map spine-leaf permit 10
match ip address spine-leaf

ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks
seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24

router bgp 64601

bgp bestpath as-path multipath-relax
maximum-paths ebgp 64

redistribute connected route-map spine-leaf
bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1
neighbor spine-leaf no shutdown

neighbor 192.168.1.1 remote-as 64701
neighbor 192.168. peer-group spine-leaf
neighbor 192.168. no shutdown

neighbor 192.168. remote-as 64702
neighbor 192.168. peer-group spine-leaf
neighbor 192.168. no shutdown

neighbor 192.168. remote-as 64703
neighbor 192.168. peer-group spine-leaf
neighbor 192.168. no shutdown

neighbor 192.168. remote-as 64704
neighbor 192.168. peer-group spine-leaf
neighbor 192.168. no shutdown

neighbor 192.168. remote-as 64705
neighbor 192.168. peer-group spine-leaf
neighbor 192.168. no shutdown

neighbor 192.168.1.11 remote-as 64706
neighbor 192.168.1.11 peer-group spine-leaf
neighbor 192.168.1.11 no shutdown
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Create an ECMP group and include the point to point interfaces from the two spine switches.

ecmp-group 1

interface fortyGigE 1/1/1
interface fortyGigE 1/2/1
interface fortyGigE 1/3/1
interface fortyGigE 1/4/1
interface fortyGigE 1/5/1
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interface fortyGigE 1/6/1
link-bundle-monitor enable

Save the configuration.

end
write

6.5 S3048-ON management switch configuration

For the S3048-ON management switches, all ports used are in layer 2 mode and are in the default VLAN. No
additional configuration is required.

6.6 Verify switch configuration

The following sections show commands and output to verify switches are configured and connected properly.
Except where there are key differences, only output from one spine switch, one leaf switch and one FN410S
switch is shown to avoid repetition. Output from remaining devices will be similar.

6.6.1  Z9100-ON spine switch

6.6.1.1  show ip bgp summary

This command verifies each BGP session to each of the six leaf switches is connected and sharing prefixes.

Spine-1#show ip bgp summary

BGP router identifier 10.0.0.1, local AS number 64601

BGP local RIB : Routes to be Added O, Replaced 0, Withdrawn O
16 network entrie(s) using 1216 bytes of memory

26 paths using 2808 bytes of memory

BGP-RIB over all using 2834 bytes of memory

41 BGP path attribute entrie(s) using 6880 bytes of memory

39 BGP AS-PATH entrie(s) using 390 bytes of memory

6 neighbor(s) using 49152 bytes of memory

Neighbor AS MsgRcvd MsgSent TbIVer InQ OutQ Up/Down State/Pfx
192.168.1.1 64701 5032 5013 0 0 0 3d:00:50:29 5
192.168.1.3 64702 17469 17469 0 0 0 00:00:00 Idle
192.168.1.5 64703 5031 5032 0 0 0 3d:00:50:44 5
192.168.1.7 64704 5030 5028 0 0 0 3d:00:50:29 5
192.168.1.9 64705 64 69 0 0 0 00:50:42 5
192.168.1.11 64706 62 66 0 0 0 00:49:33 5
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6.6.1.2 show ip route bgp

This command is used to verify the BGP instance entries in the Routing Information Base (RIB) and ECMP.
The first set of routes with a subnet mask of /32 are the IPs configured for router IDs.

The second set of routes with a /24 mask represents the 2 networks used, vMotion and NSX. Note that for
each of these networks there are two routes. For example, 10.22.1.0/24 is reachable via 192.168.1.1 and
192.168.1.3, Leaf 1 and Leaf 2 respectively.

Spine-1#show ip route bgp
Destination Gateway Dist/Metric Last Change
B EX 10.0.1.2/32 via 192.168.1.1 20/0 00:00:22
via 192.168.1.3
via 192.168.1.9
via 192.168.1.7
via 192.168.1.5
via 192.168.1.11

B EX 10.0.2.1/32 via 192.168.1.1 20/0 00:13:57

B EX 10.0.2.2/32 via 192.168.1.3 20/0 00:05:36

B EX 10.0.2.3/32 via 192.168.1.5 20/0 00:13:18

B EX 10.0.2.4/32 via 192.168.1.7 20/0 00:12:37

B EX 10.0.2.5/32 via 192.168.1.9 20/0 00:12:06

B EX 10.0.2.6/32 via 192.168.1.11 20/0 00:11:47

B EX 10.22.1.0/24 via 192.168.1.1 20/0 00:05:36
via 192.168.1.3

B EX 10.22.2.0/24 via 192.168.1.5 20/0 3dih
via 192.168.1.7

B EX 10.22.3.0/24 via 192.168.1.9 20/0 01:41:59
via 192.168.1.11

B EX 10.55.1.0/24 via 192.168.1.1 20/0 00:05:36
via 192.168.1.3

B EX 10.55.2.0/24 via 192.168.1.5 20/0 3dih
via 192.168.1.7

B EX 10.55.3.0/24 via 192.168.1.9 20/0 01:41:59

via 192.168.1.11

Note: The command show ip route <cr> can also be used to verify the information above as well as
static routes and direct connections.

6.6.1.3 show ip route <network>

This command is used to verify that routes leading to the appropriate leaf switches are being propagated from
BGP to the RIB. The commands for the 10.55.x.0 network are shown below as an example.

Spine-1#show ip route 10.55.1.0/24

Routing entry for 10.55.1.0/24
Known via "bgp 64601, distance 20, metric O
Last update 00:23:33 ago
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6.6.1.4

6.6.2

6.6.2.1

54

Tag value 64701

Routing Descriptor Blocks:
* via 192.168.1.1

* via 192.168.1.3

Spine-1#show ip route 10.55.2.0/24
Routing entry for 10.55.2.0/24
Known via "bgp 64601, distance 20, metric O
Last update 3d2h ago
Tag value 64703
Routing Descriptor Blocks:
* via 192.168.1.5
* via 192.168.1.7

Spine-1#show ip route 10.55.3.0/24
Routing entry for 10.55.3.0/24
Known via "bgp 64601, distance 20, metric O
Last update 02:00:32 ago
Tag value 64705
Routing Descriptor Blocks:
* via 192.168.1.9
* via 192.168.1.11

Ping VRRP addresses

Both spine switches must be able to ping the VRRP addresses configured on each leaf switch pair.

Spine-1#ping 10.22.1.254
Sending 5, 100-byte ICMP Echos to 10.22.1.254, timeout is 2 seconds:

Success rate is 100.0 percent (5/5), round-trip min/avg/max = 0/0/0 (ms)

Repeat for other VRRP addresses as needed:

10.22.1.254, 10.22.2.254, 10.22.3.254
10.55.1.254, 10.55.2.254, 10.55.3.254

Note: VRRP addresses in this document use the format 10.vlan#.rack#.254.

S4048-ON leaf switch

show vlt brief
The Inter-chassis link (ICL) Link Status, Heart Beat Status and VLT Peer Status must all be up. The role for
one switch in the VLT pair will be primary and its peer switch (not shown) will be assigned the secondary role.

Leaf-1#show vIit brief
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VLT Domain Brief

Domain ID: 127

Role: Primary

Role Priority: 32768

ICL Link Status: Up

HeartBeat Status: Up

VLT Peer Status: Up

Local Unit Id: 0

Version: 6(7)

Local System MAC address: f4:8e:38:20:37:29
Remote System MAC address: f4:8e:38:20:54:29
Remote system version: 6(7)
Delay-Restore timer: 90 seconds
Delay-Restore Abort Threshold: 60 seconds
Peer-Routing : Disabled
Peer-Routing-Timeout timer: 0 seconds

Multicast peer-routing timeout: 150 seconds

6.6.2.2 show vlt detall

On leaf switches 1 and 2, downstream LAGs (port channels 2,4 and 6) will all be down until LAGs are
configured on the directly connected ESXi hosts (covered in Section 9.4). VLANs 1, 22 and 55 are active.

Leaf-1#show vit detail
Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

2 2 DOWN DOWN 1, 22, 55
4 4 DOWN DOWN 1, 22, 55
6 6 DOWN DOWN 1, 22, 55

Leaf switches 5 and 6 have three additional downstream lags (port channels 12, 14 and 16) for edge traffic on
VLAN 66. Port channels 12, 14 and 16 will be down until edge-lag2 is configured in Section 13.1.2.

Leaf-5#show vit detail
Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

2 2 DOWN DOWN 1, 22, 55
4 4 DOWN DOWN 1, 22, 55
6 6 DOWN DOWN 1, 22, 55
12 12 DOWN DOWN 1, 66
14 14 DOWN DOWN 1, 66
16 16 DOWN DOWN 1, 66

On leaf switches 3 and 4, downstream port channel 128 is up because they are connected to properly
configured FN410S switches. VLANs 1, 22 and 55 are active.
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Leaf-3#show vt detail

Local LAG Id Peer LAG Id Local Status Peer Status Active VLANsS
128 128 upP uP 1, 22, 55
6.6.2.3  show vrrp brief
The output from the show vrrp brief command should be similar to that shown below. The priority (Pri
column) of the master router in the pair is 254 and the backup router (not shown) is assigned priority 1.
Leaf-1#show vrrp brief
Interface Group Pri Pre State Master addr Virtual addr(s) Description
VI 22 IPv4 22 254 Y Master 10.22.1.252 10.22.1.254 vMotion
VIl 55 IPv4 55 254 Y Master 10.55.1.252 10.55.1.254 NSX
6.6.3 FN410S I/O Module
6.6.3.1  show vit brief
Like the S4048-ON switches above, the ICL Link Status, Heat Beat Status and VLT Peer Status must all be
up. One switch is primary and the peer (not shown) is the secondary.
FN410S-Al#show vt brief
VLT Domain Brief
Domain ID: 127
Role: Primary
Role Priority: 32768
ICL Link Status: Up
HeartBeat Status: Up
VLT Peer Status: Up
Local Unit Id: 0
Version: 6(7)
Local System MAC address: 8:b1l:56:6e:fc:5b
Remote System MAC address: f8:b1:56:76:b9:b5
Remote system version: 6(7)
Delay-Restore timer: 90 seconds
Delay-Restore Abort Threshold: 60 seconds
Peer-Routing : Disabled
Peer-Routing-Timeout timer: 0 seconds
Multicast peer-routing timeout: 150 seconds
6.6.3.2 show vlt detail

Downstream LAGs (port channels 1-4) are down until LAGs are configured on the directly connected ESXi
hosts running on the FC630 servers. This is covered in Section 9.4.
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The upstream LAG (port channel 128) is currently up because it is connected to properly configured leaf
switches (Leaf 3 and Leaf 4).

VLANSs 1, 22 and 55 are active on all LAGs.

FN410S-Al#show vit detail
Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

1 1 DOWN DOWN 1, 22, 55
2 2 DOWN DOWN 1, 22, 55
3 3 DOWN DOWN 1, 22, 55
4 4 DOWN DOWN 1, 22, 55
128 128 up up 1, 22, 55
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/ Prepare Servers

This section covers basic PowerEdge server preparation and ESXi hypervisor installation. Installation of guest
operating systems (Microsoft Windows Server, Red Hat Linux, etc.) is outside the scope of this document.

Note: Exact iDRAC console steps in this section may vary slightly depending on hardware, software and
browser versions used. See your PowerEdge server documentation for steps to connect to the iDRAC virtual
console.

7.1 Confirm CPU virtualization is enabled in BIOS

Note: CPU virtualization is typically enabled by default in PowerEdge server BIOS. These steps are
provided for reference in case this required feature has been disabled.

Connect to the iDRAC in a web browser and launch the virtual console.

In the virtual console, from the Next Boot menu, select BIOS Setup.

Reboot the server.

From the System Setup Main Menu, select System BIOS and then select Processor Settings.
Verify Virtualization Technology is set to Enabled.

To save the settings, click Back, Finish and Yes if prompted to save changes.

If resetting network adapters to defaults, proceed to step 4, System Setup Main Menu, in the next
section. Otherwise, reboot the server.

Noas~wDdE

/.2 Confirm Ethernet and FC adapters are at factory default settings

Note: These steps are only necessary if installed Ethernet or FC adapters have been modified from their
factory default settings.

Connect to the iDRAC in a web browser and launch the virtual console.

In the virtual console, from the Next Boot menu, select BIOS Setup.

Reboot the server.

From the System Setup Main Menu, select Device Settings.

From the Device Settings page, select the first port of the first adapter in the list.

From the Main Configuration Page, click the Default button followed by Yes to load the default
settings. Click OK.

To save the settings, click Finish then Yes to save changes. Click OK.

Repeat for each adapter and port listed on the Device Settings page.

9. Reboot the server.

2 e

© N
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/.3 Install ESXI

Dell EMC recommends using the latest Dell EMC customized ESXi .iso image available on support.dell.com.
The correct drivers for your PowerEdge hardware are built into this image.

Install ESXi on all servers that will be part of your deployment. For the example in this guide, ESXi is installed
to redundant (mirrored) internal SD cards in the PowerEdge servers. This includes six R630 servers (in the
management and edge clusters) and four FC630 servers (in the compute cluster).

A simple way to install ESXi on a PowerEdge server remotely is by using the iDRAC to boot the server
directly to the ESXi .iso image. This is done as follows:

1.
2.

w

No oA

© ®

Connect to the iDRAC in a web browser and launch the virtual console.

In the virtual console, select Virtual Media > Connect Virtual Media.

Select Virtual Media > Map CD/DVD > browse to the Dell EMC customized ESXi .iso image > Open
> Map Device.

Select Next Boot > Virtual CD/DVD/ISO > OK.

Select Power > Reset System (warm boot). Answer Yes to reboot the server.

The server reboots to the ESXi .iso image and installation starts.

Follow the prompts to install ESXi. Select the server's Internal Dual SD Module (IDSDM) when
prompted for a location.

After installation is complete, click Virtual Media > Disconnect Virtual Media > Yes.

Reboot the system when prompted.

7.4 Configure the ESXi management network connection

Be sure the host is physically connected to the management network. For this deployment, the Intel 1350-T
1GbE add-in PCle adapter provides this connection for R630 servers and FC630 servers.

1.
2.

Log in to the ESXi console and select Configure Management Network > Network Adapters.

Select the correct vmnic for the management network connection. Follow the prompts on the screen
to make the selection.

Go to Configure Management Network > IPv4 Configuration. If DHCP is not used, specify a static
IP address, mask and default gateway for the management interface.

Optionally, configure DNS settings from the Configure Management Network menu if DNS is used
on your network.

Press Esc to exit and answer Y to apply the changes.

From the ESXi main menu, select Test Management Network. Verify pings are successful. If there is
an error, be sure you have configured the correct vmnic.

Optionally, under Troubleshooting Options, enable the ESXi shell and SSH to enable remote
access to the CLI.

Log out of the ESXi console.
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8 Deploy VMware vCenter Server and add hosts

8.1 Deploy VMware vCenter Server
VMware vCenter Server is required for managing clusters and NSX, as well as many other advanced vSphere
features. vCenter Server can be installed as a Windows-based application or as a prepackaged SUSE Linux-
based VM.

This guide uses the prepackaged VM, called the vCenter Server Appliance (VCSA) and its built in
PostgreSQL database. VCSA 6.0 supports up to 1000 hosts and 10,000 VMs. VCSA is available for
download at my.vmware.com.

In this guide, VCSA is installed on a PowerEdge R630 server running ESXi. The server will be part of the
management cluster.

Note: This section provides simplified VCSA installation instructions. Detailed instructions and information
are provided in the VMware vCenter Server 6.0 Deployment Guide available at the following location:
https://www.vmware.com/files/pdf/techpaper/vmware-vcenter-server6-deployment-quide.pdf

1. On a Windows workstation connected to the management network, mount the VCSA .iso image.
2. Install the Client Integration Plugin by running \vcsa\VMWare-ClientintegrationPlugin-6.0.0.exe.
3. Open\vcsa-setup.html in a browser and accept the related warning prompts. Click Install.
a. Accept the license agreement and click Next.
b. Provide the ESXi host destination IP address, ESXi host username (root) and password. Click
Next. Click Yes to accept the SSL certificate warning if prompted.
c. Provide a vCenter Appliance name (vctrO1 for example) and password. Click Next.
d. Keep the default selection: Install vCenter Server with an Embedded Platform Services
Controller. Click Next.
e. Select Create a new SSO domain > Next.
f. Provide an SSO Password, SSO Domain name (pct.lab for example) and SSO Site name (site
for example).
g. Select an Appliance size depending on your requirements. For this guide Medium (up to 400
hosts, 4000 VMs) is selected. Click Next.
h. Select a datastore. Optionally, if space is limited, check the Enable Thin Disk Mode box. Click
Next.
i. Keep the default selection: Use an embedded database (PostgreSQL). Click Next.
j- Under Network Settings:
i. Keep the default network, VMNetwork.
ii. SelectIPv4 and the network type (static or DHCP). A static address is used in this guide.
iii. If static was selected, provide a Network address, System name (if not using a fully
qualified domain name, retype the Network address), Subnet mask, Network gateway and
DNS server.
iv. Under Configure time sync, select Synchronize appliance time with ESXi host.
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Note: If you select Use NTP (Network Time Protocol) servers, a warning appears at the bottom of the
screen indicating deployment will fail if the ESXi host clock is not in sync with the NTP server. Since the
ESXi hosts are not yet configured for NTP, select Synchronize appliance time with ESXi host. ESXi hosts
are configured for NTP in Section 8.5.

v. Checking Enable SSH is optional. Click Next. Click OK if a fully qualified domain name
(FQDN) recommendation box is displayed.
k. Joining the VMWare Customer Experience Improvement Program is recommended but
optional. Select an option and click Next.
I.  Review the summary page and click Finish if all settings are correct.

vCenter Server is installed as a virtual machine on the ESXi host. When complete, the message shown in
Figure 33 is displayed.

|j VMware vCenter Server Appliance Deployment

Installation Complete
Your vCenter Server is successfully installed.
Post install steps:

1. vCenter Server is installed in evaluation mode. Activate vCenter Server by using the vSphere Web Client within 60 days.
When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter Server.

2. Use the vSphere Web Client to manage vCenter Server. Log in with the Single Sign-Cn administrator account
administrator@pct.lab

You can now login to vSphere Web Client; nitps:/(172.25.1587.120/vsphere-client as administrator@pct.lab

Close

Figure 33 vCenter Server installation complete
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8.2

8.3

Connect to the vSphere Web Client

Note: The vSphere Web Client is a service running on vCenter Server.

Connect to the vSphere Web Client in a browser by entering the following in the address bar:

https://<ip-address-or-hostname-of-vCenter-appliance>/vsphere-client

Log in with your vCenter credentials. After log in, the web client home page is displayed as shown in Figure

34.

vmware® vSphere Web Client  #=

Navigator X (i} Home

4 Saved Searches @ J Home |

A Home Inventories

vCenter Inventory Lists > )
[ Hosts and Clusters » ~| D;E
T T TR RS > vCenter Hosts and
E Storage > Inventary Lists Clusters
€2 Networking >

Monitoring
[’} Policies and Profiles by
&) Hybrid Cloud Manager b @ @
_J vRealize Orchestrator by
% Networking & Security » Task Console Event Console
Administration >

Administration
Tasks
|5 Log Browser g\
[T Events '

Roles System

¢ Tags Configuration

& New Search
[ saved searches

£l

WVMs and
Templates

s

Host Profiles

2

Licensing

E

Storage

£

WM Storage
Policies

il

Customer
Experience

Improvement ...

Figure 34 vSphere Web Client home page

The vast majority of management, configuration and monitoring of your vSphere and NSX environment is

done in the web client.

Install VMware licenses

The VMware licenses required for this deployment are listed in Appendix B.2. All VMware products used in

this guide come with evaluation licenses that can be used for up to 60 days.
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To install one or more product licenses:

1. From the web client Home page, select Licensing in the center pane.

On the Licenses page, select the Licenses tab and click the = icon and type or paste license keys
into the box provided. Click Next.

3. Provide License names for the keys or use the defaults. Click Next > Finish.

When complete, the Licenses page looks similar to Figure 35.
Licenses

License provider: | All 6.0 vCenter Server instances |v| i}

Getting Started | Licenses | Products  Assets

4 | F A2 E | {8 AnAdtions ~ Show: |AII7v
License License Key Product Usage Capacity

=] vcenter server ViMware vCenter Server 6 Standard (Instances) 1Instances 1 Instances
[EE] NSX NSX for vSphere Evaluation (CPUs) 0 CPUs 100 CPUs
[EZ] vsphere-esxi VMware wSphere 6 Enterprise Plus (CPUs) 16 CPUs 64 CPUs

Figure 35 Licenses tab

Licenses then may be assigned as needed on the Assets tab.

8.4 Create a data center object and add hosts

A data center object needs to be created before hosts can be added. This guide uses a single data center
object named Datacenter.

To create a data center object:

1. On the web client Home screen, select Hosts and Clusters.

2. Inthe Navigator pane, right click the vCenter Server object and select New Datacenter.
3. Provide a name (Datacenter) and click OK.
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vmware* vSphere Web Client  #=

Navigator X [ Datacenter  Actions -

4 Administration D Getting Started | Summary | Monitor Manage Related Objects

@ |8 8 9

Datacenter
[ 100.67.187.180 Hosts: 0
Virtual Machines: 0
Clusters: 0
Metworks: 0
Datastores: 0

Figure 36 Datacenter created

To add ESXi hosts to the data center:

1. Onthe web client Home screen, select Hosts and Clusters.

2. Inthe Navigator pane, right click on Datacenter and select Add Host.

3. Specify the IP address of an ESXi host (or the host name if DNS is configured on your network).
Click Next.

4. Enter the credentials for the ESXi host and click Next. If a security certificate warning box is
displayed, click Yes to proceed.

5. Onthe Host summary screen, click Next.

6. Assign a license or select the evaluation license. This guide uses a VMware vSphere 6 Enterprise
Plus license for ESXi hosts. Click Next.

7. Select a Lockdown mode. This guide uses the default setting, Disabled. Click Next.

For the VM location, select Datacenter and click Next.

9. Onthe Ready to complete screen, select Finish.

@

Repeat for all servers running ESXi that will be part of the NSX environment. This deployment example uses
four FC630 servers and six R630 servers for a total of ten hosts running ESXi. When complete, all ESXi hosts
are added to the data center object as shown in Figure 37.
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vmware* vSphere Web Client #=

Havigator & |='[_\‘ 100.67.187.14 Actions ~ =

4 Administration L0 Getting Started | Summary | Monitor Manage Related Objects

| @ 8 Qa

100.67.187.14 CPU FREE: 84 28 GHz

100.67.187.180 . ;

& Type: ESXI USED: 56.00 MHz CAPACITY: 84.37 GHz

 [l5 Datacenter Model: Dell Inc. PowerEdge

> R 100.67.187.14 RE30 MEMORY FREE: 124,64 GB
» [7100.67.187.15 Frocessor Type: g‘;fgg;:g'g’-} CRU semazTcB CAPACITY: 127.91 GB
v [J 1006718716 2.30GHz STORAGE FREE: 0.00 B
» [J 1006718717 Logieal Frocessors: 58 USED: 0.00 B CAPACITY: 0.00 B
» [0 100.67.187.18 NICs: 6
» E 100.67.187.19 Virtual Machines: 0
» [7 100.67.187.63
» [, 10067187 64 State: Connected
» [3, 10067 167 65 Upfime: 4 days

» [7 100.67.187.66

Mo datastores have been configured

S5H forthe host has been enabled Suppress Warning
ESXi Shell for the host has been enabled Suppress Warning
System logs on host 100.67.187.14 are stored on non-persistent storage.

Figure 37 ESXi hosts added to the data center object

Some (or all) hosts may have a warning icon ( |1) as shown in Figure 37. By selecting the host and going to
the Summary tab, warning messages can be viewed.

The following warning messages may appear:

* No datastores have been configured. This message will be resolved when either a local datastore or
a shared storage datastore is configured on the host. FC datastore configuration (shared storage) is
covered in Section 10, or see your ESXi documentation to create a local datastore.

e SSH (or ESXi Shell) for the host has been enabled. These messages will appear if either feature is
enabled (as described in Section 7.4). If the behavior is desired, you may click Suppress Warning to
remove the messages.

e System logs on host are stored on non-persistent storage. This message may appear when ESXi is
installed to the redundant internal SD cards. This can be resolved by moving the system logs to either
a local or shared storage datastore. FC datastore configuration (shared storage) is covered in Section
10, or see your ESXi documentation to create a local datastore. Resolution is documented in VMware
Knowledge Base article 2032823.

Ensure hosts are configured for NTP

It is a best practice to use NTP on the management network to keep time synchronized in an NSX
environment. Ensure NTP is configured on ESXi hosts as follows:

1. On the web client Home screen, select Hosts and Clusters.
2. Inthe Navigator pane, select a host.
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3. Inthe center pane, go to Manage > Settings > Time Configuration. If the information shown is

correct (see Figure 38), skip to step 7. Otherwise, continue to step 4.
4. If NTP has not been configured properly, click Edit.
5. Inthe Edit Time Configuration dialog box:

a. Select Use Network Time Protocol radio button.

b. Nextto NTP Service Startup Policy, select Start and stop with host.

c. Nextto NTP servers, enter the IP address or FQDN of the NTP server.

d. Click Start to start the NTP client followed by OK to close the dialog box.
6. The Time Configuration page for the host should appear similar to Figure 38.

@ 172.25.187.17 | Actions =

Summary Monitor | Manage | Related Objects

|' Settings | MNetworking ‘ Storage ‘ Alarm Definitions | Tags | F'ermissinns'

4

w» Virtual Machines *

Time Configuration

8.6
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Date & Time: 9/9/2016 11:09 AM
VI Startup/Shutdown NTP Client Enabled
Agent VM Settings . .
MNTP Service Status: Running
Swap file location
NTP Servers: ntp.pct.lab
Default VM Compatibility
w System
Licensing
Host Profile

Time Configuration

Figure 38 Proper NTP configuration on ESXi host

7. Repeat for remaining ESXi hosts as needed.

Create clusters and add hosts

When a host is added to a cluster, the host's resources become part of the cluster's resources. The cluster
manages the resources of all hosts within it. Clusters enable vSphere features such as HA, DRS and VSAN.

For this guide, three clusters are created, with one cluster per rack:

e Rack 1 Management
e Rack 2 Compute FC630
e Rack 3 Edge

All ESXi hosts are added to one of the above clusters.
To add clusters to the data center object:

1. On the web client Home screen, select Hosts and Clusters.
2. Inthe Navigator pane, right click Datacenter and select New Cluster.
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3. Name the cluster. For this example, the first cluster is named Rack 1 Management. Leave DRS,
vSphere HA, EVC and Virtual SAN at their default settings (Off/Disabled). Click OK.

Note: vSphere DRS, HA, EVC and Virtual SAN cluster features are outside the scope of this guide. For
more information on DRS, HA and EVC see the VMware vSphere 6.0 Documentation. Dell EMC NSX guides
with VSAN storage are listed in in Appendix C.1.

Repeat for the remaining two clusters:

e Rack 2 Compute FC630
e Rack 3 Edge

In the Navigator pane, drag and drop ESXi hosts into the appropriate clusters. The three ESXi hosts on R630
servers in Rack 1 are placed in the Rack 1 Management cluster, the four ESXi hosts on FC630 servers in
Rack 2 are placed in the Rack 2 Compute FC630 cluster and the three ESXi hosts on R630 servers in Rack
3 are placed in the Rack 3 Edge cluster.

When complete, each cluster (@) contains its assigned hosts (@) as shown in Figure 39:

vmware® vSphere Web Client  f=

Navigator X |]'5—| 100.67.187.180  Actions -
4 Home L0, Getting Started | Summary | Monitor Manage Related Objects
100.67.187.180
(= 100.67.187.180 Virtual Machines: 1
w [l Datacenter : Hosts: 10
+ [ Rack 1 Management
[ 100.67.187.17
[ 100.67.187.18
[ 100.67.187.19
(i vctr0 1
+ [J Rack 2 Compute FCB30
@ 100.67.187.63 * Tags O [ = Versiol
Q 100.67.187.64 Assigned Tag Category Desoiption Wersion
[ 100.67.187.65 This list is empty. Build

[ 100.67.187.66
+ [J Rack 3 Edge

[ 1006718714

[ 100.67.187.15

[ 100.67.187.16

Figure 39 Clusters and hosts after initial configuration

Note: The vCenter Server Appliance, vctr01, is also shown in the Rack 1 Management cluster in Figure 39.
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Information on vSphere standard switches

A vSphere standard switch (also referred to as a VSS or standard switch) is a virtual switch that handles
network traffic at the host level in a vSphere deployment. Standard switches provide network connectivity to

hosts and virtual machines.

A standard switch named vSwitchO is automatically created on each ESXi host during installation to provide

connectivity to the management network.

Standard switches may be viewed and optionally configured, as follows:

1. Go to the web client Home page, select Hosts and Clusters and select a host in the Navigator

pane.

2. Inthe center pane, select Manage > Networking > Virtual switches.
3. Standard switch vSwitchO appears in the list. Click on it to view details as shown in Figure 40.

[ 100.67.187.17  Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

|- Seftings | Metwarking | Storage ‘ Alarm Definitions | Tags | Permissions |

Virtual switches

44
cics: R

VMkernel adapters .
Switch

Physical adapters @ vawiteho
TCPP configuration

Advanced

Standard switch: vSwitch0 (Management Network)

7 K

— —,
% Management Netwark [ ] '_|
VLAN ID: — (]
¥ VMkernel Ports (1) |
ymkQD : 100.67.187.17 (i |

T

£ UM Network (i ]

WLAN ID: —
Virtual Machines {0)

Discovered |ssues

“F Physical Adapters

| [E8 vmnic4 1000 Full

Figure 40 vSphere standard switch

Note: For this guide, only the default configuration is required on the standard switches. Standard switches
are only used in this deployment for connectivity to the management network. Distributed switches, covered
in the next section, are used for connectivity to the production network.
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Deploy vSphere distributed switches for vMotion

A vSphere Distributed Switch (also referred to as a VDS or distributed switch) is a virtual switch that provides
network connectivity to hosts and virtual machines. Unlike vSphere standard switches, distributed switches
act as a single switch across multiple hosts in a cluster. This lets virtual machines maintain consistent network
configurations as they migrate across multiple hosts.

Distributed switches are configured in the web client and the configuration is populated across all hosts
associated with the switch. They are used for connectivity to the Production network in this guide.

Distributed Switches contain two different port groups:

e Uplink port group — an uplink port group maps physical NICs on the hosts (vmnics) to uplinks on the
VDS. Uplink port groups act as trunks and carry all VLANs by default.

Note: For consistent network configuration, you can connect the same physical NIC port on every host to
the same uplink port on the distributed switch. For example, if you are adding two hosts, connect vmnicl on
each host to Uplink1 on the distributed switch.

e Distributed port group - Distributed port groups define how connections are made through the VDS
to the network. In this guide, one distributed port group is created for each VLAN and one for each
VXLAN Network ID (VNI).

In this section, one VDS is created for each of the three clusters and each VDS is shared by all hosts in the
cluster. The three distributed switches used in this deployment are named:

e Rack 1 Management VDS
e Rack 2 Compute FC630 VDS
e Rack 3 Edge VDS

Create a VDS for each cluster
Create the first VDS named Rack 1 Management VDS:

On the web client Home screen, select Networking.

Right click on Datacenter. Select Distributed switch > New Distributed Switch.
Provide a name for the first VDS, Rack 1 Management VDS. Click Next.

On the Select version page, select Distributed switch: 6.0.0 > Next.

On the Edit settings page:

a. Leave the Number of uplinks set to 4 (this field to be replaced by LAGs later).
b. Leave Network I/O Control set to Enabled.

c. Uncheck the Create a default port group box.

6. Click Next followed by Finish.

7. The VDS is created with the uplink port group shown beneath it.

arMwNPE
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Repeat steps 1-7 above, substituting the switch hame in step 3 to create the remaining two distributed
switches, Rack 2 Compute FC630 VDS and Rack 3 Edge VDS.

When complete, the Navigator pane should look similar to Figure 41.

Navigator X _,J 100.67.187.180 Actions -
4 Home D Getting Started | Summary | Monitor M
@ 1@] a ﬁ 100.67.187.180
Wirtual Machines: 1
w [ Datacenter Hosts: 10
€3 VM Network
w» o= Rack 1 Management VD3
&4 Rack 1 Managemen-DVUplinks-74
w o= Rack 2 Compute FCE30 VDS
&4 Rack 2 Compute F-DVUplinks-77
w o= Rack 3 Edge VDS
&4 Rack 2 Edge VDS-DVUplinks-79 * Tags
Assigned Tag Category Oy

This list is empty.

Figure 41 VDS created for each cluster

9.2 Add distributed port groups

In this section, a distributed port group for vMotion traffic is added to each VDS.
To create the port group for vMotion traffic on the Rack 1 Management VDS:

1. Onthe web client Home screen, select Networking.

2. Right click on Rack 1 Management VDS. Select Distributed Port Group > New Distributed Port
Group.

3. Onthe Select name and location page, provide a name for the distributed port group, for example,
R1 Management vMotion. Click Next.

4. Onthe Configure settings page, next to VLAN type, select VLAN. Set the VLAN ID to 22 for the
vMotion port group. Leave other values at their defaults as shown in Figure 42.

5. Click Next > Finish.
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2 New Distributed Port Group 2 W
+ 1 Select name and location Configure settings
Set general properties of the new port group
¥4 ? Configure settings
3 Ready to complete o - —— .
Port binding: | Static binding | v |
Port allocation: | Elastic |~ |
ﬂ Elastic port groups automatically increase or decrease the number of ports as needed
Mumber of ports: 8 ;‘
Netwaork resource pool: | (default) | - |
VLAN
VLAN type: [ vLAN [+]
VLAN ID: 22 E
Advanced
|:| Customize default policies configuration
4 3
Back Next Cancel

Figure 42 Distributed port group settings page — vMotion port group

Repeat the above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack 3

Edge VDS.

When complete, the Navigator pane appears similar to Figure 43.

Mavigator X

4 Home D)

] &) B | @
(= 100.67.187.180

+ 5 Datacenter
€3 VM Network
w 2= Rack 1 Management VDS
=& R1 Management vMotion
B4 Rack 1 Managemen-DVUplinks-74
w omRack 2 Compute FCE30 VDS
o, R2 Compute FCE30 vMotion
B4 Rack 2 Compute F-DVUplinks-77
w 2= Rack 3 Edge VDS
o R3 Edge wMotion
B8 Rack 2 Edge VDS-DVUplinks-79

Figure 43 Distributed switches with vMotion port groups created
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Create LACP LAGs

Since Link Aggregation Control Protocol (LACP) LAGs are used in the physical network between ESXi hosts

and physical switches, LACP LAGs are also configured on each VDS.
To enable LACP on Rack 1 Management VDS:

On the web client Home screen, select Networking.
In the Navigator pane, select Rack 1 Management VDS.
In the center pane, select Manage > Settings > LACP.

ar b e

Click the ¥ icon. The New Link Aggregation Group dialog box opens.
Set Number of ports equal to the number of physical uplinks on each ESXi host. In this deployment,

R630 hosts have two ports in a LAG connected to the upstream switches so this number is set to 2
for the Management VDS. (When configuring the other VDSs, the Compute FC630 VDS uses 4 ports

and the Edge VDS uses 2).

6. Setthe Mode to Active. The remaining fields can be set to their default values as shown in Figure

44,
New Link Aggregation Group 7}
Mame: |Iag1 |
Number of parts: 2
Mode: | Active |+ |
Load balancing mode: | Source and destination IP address, TCP/UDP port and WVLAN | A |
Port policies

Unless overridden, the policies defined at uplink port group level will be applied.

VLAM type: Override | VLAM trunking v
VLAM trunk range:
MetFlow: Override

You can apply VLAN and MetFlow policies on individual LAGs within the same uplink port group.

0K

Figure 44 LAG configuration

7. Click OK to close the dialog box.
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This creates lagl on the VDS. The refresh icon (E) at the top of the screen may need to be clicked for the
lag to appear in the table as shown in Figure 45.

== Rack 1 Management VD5 Actions =

Gefting Started Summary  Monitor | Manage | Related Objects

| Settings | Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Ports | Resource Allocation |

4

LACP

Properties The enhanced LACP support on avSphere distributed switch lets you conne
Topology using dynamic link aggregation.

LACP Migrating network traffic to LAGs

Private VLAN +

NetFlow LAG Name Ports Mode VLAN

Fort mirroring lag 2 Active Inherited from uplink port group

Health check

Figure 45 Lagl created on Rack 1 Management VDS

Repeat steps 1-7 above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack
3 Edge VDS.

Associate hosts and assign uplinks to LAGs

Hosts and their vmnics must be associated with each vSphere distributed switch.

Note: Before starting this section, be sure you know the vmnic-to-physical adapter mapping for each host.
This can be determined by going to Home > Hosts and Clusters and selecting the host in the Navigator
pane. In the center pane select Manage > Networking > Physical adapters. In the following example,
vmnics used are numbered vmnicl and vmnic3. Vmnic numbering will vary depending on adapters installed
in the host.

To add hosts to Rack 1 Management VDS:

1
2.
3.

On the web client Home screen, select Networking.

Right click on Rack 1 Management VDS and select Add and Manage Hosts.
In the Add and Manage Hosts dialog box:

a.

b.

On the Select task page, make sure Add hosts is selected. Click Next.

On the Select hosts page, click the + New hosts icon. Select the check box next to each host
in the Rack 1 Management cluster. Click OK > Next.

On the Select network adapters tasks page, be sure the Manage physical adapters box is
checked. Be sure all other boxes are unchecked. Click Next.

On the Manage physical network adapters page, each host is listed with its vmnics beneath it.
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i.  Select the first vmnic (vmnic1 in this example) on the first host and click i Assign uplink

i. Selectlagl-0 > OK.

iii. Select the second vmnic (vmnic3 in this example) on the first host and click 8 Assign uplink

iv. Selectlagl-1 > OK.

e. Repeat steps i — iv for the remaining hosts. Click Next when done.

f. Onthe Analyze impact page, Overall impact status should indicate @ Mo impact

g. Click Next > Finish.

When complete, the Manage > Settings > Topology page for Rack 1 Management VDS should look similar

to Figure 46.

(= Rack 1 Management VDS Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

it
4

|. Settings | Alarm Definitions | Tags ‘ Permissions | Metwork Protocol Profiles | Parts | Resource Allocation |

“ 20 =0 & X 2
Properties
Topology 2 R1Managementwilotion €3] |%
LACP VLAM ID: 22
Private VLAN Virtual Machines (0) |
NetFlow
Port mirroring
Health check

[ (overview) |- |8 @ ¢

¥ Rack 1 Managemen-DYUplin...
Uplink 1 {0 MIC Adapters)
Uplink 2 (0 MIC Adapters)
Uplink 3 {0 MNIC Adapters)
Uplink 4 {0 MIC Adapters)

i)

\

Al D000 OO0 107

v B 1ag1

= 100.67.187.17

1 vmnic1lag1-0
=~ vmnic3 lag1-1

¥4 100.67.187.18

=~ vmnic1 lag1-0
=~ vmnic3 lag1-1

[ 100.67.187.19

=~ vmnic1 lag1-0
. vmnic3 lag1-1

e ee ee @

Figure 46 LAGs configured on Rack 1 Management VDS

Repeat steps 1-4 above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack 3
Edge VDS with one important change: Hosts connected to Rack 2 Compute FC630 VDS use four vmnics
instead of two. In step 3.d., when configuring Rack 2 Compute FC630 VDS, assign the four vmnics on each

FC630 to lags 1-0 through 1-3.

Rack 3 Edge VDS uses two vmnics like Rack 1 Management VDS.
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When complete, the Manage > Settings > Topology page for Rack 3 Edge VDS will look similar to Rack 1
Management VDS in Figure 46 above.

The Manage > Settings > Topology page for Rack 2 Compute FC630 VDS will look similar to Figure 47
below.

= Rack 2 Compute FC630 VDS | Actions - |—=v

Getting Started  Summary  Monitor | Manage | Related Objects

[Seﬁings | Alarm Definitions ‘ Tags | Permissions | Metwork Protocol Profiles | FPorts | Resource Allocation]

u 20 =20 & X 2 | (overview) [+ )8, Q a

Properties

Topology (& R2 Compute FCE30WM.. @] a ¥ Rack2 Compute F-DVUplink.. @

LACP VLAN ID: 22 Uplink 1 (0 NIC Adapters)

Private VLAN Virtual Machines (0) J — Uplink 2 (0 NIC Adapters)

— Uplink 3 (0 MIC Adapters)

NetFlow - Uplink 4 (0 NIC Adapters)
- - S

Port mirroring v % lag1

Health check IQ 100.67.187 .65
. vmnicO lag1-0
1 vmnic1 lag1-1
I vmnicZ lag1-2
I vmnic3 lag1-3
@ 100.67.187 .66
. vmnicO lag1-0
I vmnicT lag1-1
I vmnicZ lag1-2
I vmnic3 lag1-3
@ 100.67.187.64

vmnicO lag1-0
I vmnicT lag1-1
I vmnicZ lag1-2
I vmnic3 lag1-3
@ 100.67.187.63
1 vmnicO lag1-0
I vmnicT lag1-1
I vmnicZ lag1-2
I vmnic3 lag1-3

0 Yl o DDE]EII il i Yl il i |

-

Figure 47 LAGs configured on Rack 2 Compute FC630 VDS
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This configuration brings up the LAGs on the upstream switches. This can be confirmed by running the show
vIit detail command on the upstream switches as shown in the examples from Leaf-1 (Management
Cluster) and FN410S-A1 (Compute Cluster) below. The Local and Peer Status columns now indicate all LAGs
are UP.

Leaf-1#show vit detail

Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

2 2 UpP UpP 1, 22, 55
4 4 UpP UupP 1, 22, 55
6 6 upP up 1, 22, 55

FN410S-Al#show vit detail

Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

1 1 UpP UpP 1, 22, 55
2 2 up upP 1, 22, 55
3 3 up up 1, 22, 55
4 4 UpP UpP 1, 22, 55
128 128 up upP 1, 22, 55
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9.5 Configure teaming and failover on LAGs

1. On the web client Home screen, select Networking.

2. Right click on Rack 1 Management VDS. Select Distributed Port Group > Manage Distributed
Port Groups.

3. Select only the Teaming and failover checkbox. Click Next.

4. Click Select distributed port groups. Check the top box to select all port groups (is only vMotion in
this case). Click OK > Next.

5. Onthe Teaming and failover page, click lagl and move it up to the Active uplinks section by
clicking the up arrow. Move Uplinks 1-4 down to the Unused uplinks section. Leave other settings
at their defaults. The Teaming and failover page should look similar to Figure 48 when complete.

& Rack 1 Management VDS - Manage Distributed Port Groups @ »

Teaming and failover

+ 1 Select port group policies
Controls load balancing, network failure detection, switches notification, failback, and uplink failover order.

+~ 2 Select port groups

3 Configure policies . ( A -
Load balancing: | Route based on originating virtual port | b | i ]

Yl 3a Teaming and failover
Network failure detection:

[ Link status only | -]

+/ 4 Ready to complete ) :
Natify switches: [ves |+ |

Failback: [ ves | -]

Failover order

Active uplinks
= 1ag1
Standby uplinks
Unused uplinks
Uplink 1
Uplink 2
Uplink 3
Uplink 4

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.

Back Next Finish Cancel

Figure 48 Teaming and failover settings

6. Click Next followed by Finish to apply the settings.

Repeat steps 1-6 above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack 3
Edge VDS.

77 Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0 DEALEMC



9.6 Add VMkernel adapters for vMotion

In this section, a vMotion VMkernel adapter (also referred to as a VMkernel port) is added to each ESXi host
to allow for vMotion traffic.

IP addresses can be statically assigned to VMkernel adapters upon creation, or DHCP may be used. Static IP
addresses are used in this guide.

This deployment uses the following addressing scheme for the vMotion network, where "x" represents the
rack number:

Table 4 VLAN and network examples
VLAN ID Network Used For
22 10.22.x.0/24 vMotion

To add a VMkernel adapter to each host connected to the Rack 1 Management VDS:

1. On the web client Home screen, select Networking.

n

Right click Rack 1 Management VDS and select Add and Manage Hosts.

3. Inthe Add and Manage Hosts dialog box:

a.

a.
b.

On the Select task page, make sure Manage host networking is selected. Click Next.

On the Select hosts page, click + Attached hosts. Select all hosts. Click OK > Next.

On the Select network adapter tasks page, make sure the Manage VMkernel adapters box is
checked and all other boxes are unchecked. Click Next.

The Manage VMkernel network adapters page opens.

vMotion adapter

i. To add the vMotion adapter, select the first host and click + New Adapter.

i. Onthe Select target device page, click the radio button next to Select an existing network
and click Browse.

iii. Select the port group created for vMotion. Click OK > Next.

iv. On the Port properties page, leave IPv4 selected and check only the vMotion traffic box.
Click Next.

v. On the IPv4 settings page, if DHCP is not used, select Use static IPv4 settings. Set the IP
address, for example 10.22.1.17 and subnet mask for the host on the vMotion network. Click
Next > Finish.

Repeat steps i-v for the remaining hosts, then click Next.

On the Analyze impact page, Overall impact status should indicate @ Mo impact
Click Next > Finish.

Repeat the steps above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack 3

Edge VDS.

78 Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0 DEALEMC



79

When complete, the VMkernel adapters page for each ESXi host in the vSphere data center should look
similar to Figure 49. This page is visible by going to Hosts and Clusters, selecting a host in the Navigator
pane, then selecting Manage > Networking > VMkernel adapters in the center pane.

[ 100.67.187.17  Aclions ~

Getting Started  Summary  Monitor | Manage | Related Objects

it
4

| Settings | Nelworking| Storage | Alarm Definitions | Tags| Permissions |

“
Virtual switches
Physical adapters
TCPIP configuration
Advanced

VMkernel adapters

8 &L

Device
vmkd
vmk1

"_u‘v

Network Label
& Management Metwark
£, R1ManagementvMotion

Switch
£t vawitcho
&= Rack 1 Management VDS

| Q, Filter - |
IP Address TCPIIP Stadk  vMotion Traffic
100.67.187.17 Default Disabled
10.22.1.17 Default Enabled

Figure 49 Host VMkernel adapters page

Adapter vmkO was installed by default for host management. Adapter vmk1 was created in this section.

To verify the configuration, ensure the vMotion adapter, vmk1 in this example, is shown as Enabled in the
vMotion Traffic column and the VMkernel adapter IP addresses are correct on each host.
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9.7 Verify VDS configuration

To verify the distributed switches have been configured correctly, the Topology page for each VDS provides
a summary.

To view the Topology page for the Rack 1 Management VDS:

1. Onthe web client Home screen, select Networking.

2. Inthe Navigator pane, select Rack 1 Management VDS.

3. Inthe center pane, select Manage > Settings > Topology and click the * icon next to VMkernel
Ports to expand. The screen should look similar to Figure 50.

== Rack 1 Management VDS Actions «

Summary  Monitor | Manage | Related Objects

[ settings ‘ Alarm Definitions | Tags| Permissions ‘ Network Protocol Profiles | F'orts| Resource Allocation |

“ 20 = 0 | {overview) |~ |8 @ c
Properties
Topology & R1ManagementvMotion € ?b | [+ Rack1 Managemen-DVUplin... €
LACP WLAN ID; 22 Uplink 1 (0 NIC Adapters)
Private VLAN ¥ VMkernel Ports (3) Uplink 2 (0 NIC Adapters)
wvmkl 1022118 O—D Uplink 3 (0 NIC Adapters)
NetFlow wmk1:10.22.1.19 i [ Uplink 4 (0 NIC Adapters)
Port mirroring vmi : 10.22.1.17 o o | > B 1ag 5 )
Health check | Virual Machines (0) I —| - /

Figure 50 Rack 1 Management VDS VMkernel ports, VLANs and IP addresses

Notice the distributed port group, R1 Management vMotion is shown in Figure 50 with its configured VLAN
ID and VMkernel ports. Since VMkernel ports were configured for all three ESXi hosts in the Management
cluster, there are three VMkernel ports in the distributed port group.

Repeat steps 1-3 above for the remaining two distributed switches, Rack 2 Compute FC630 VDS and Rack
3 Edge VDS, to verify they are properly configured.
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08 Enable LLDP

Enabling Link Layer Discovery Protocol (LLDP) on vSphere distributed switches is optional but can be helpful

for link identification and troubleshooting.

Note: LLDP works as described in this section on ESXi hosts with QLogic 57810 or QLogic 57840 adapters
specified in Appendix A. LLDP functionality may vary with other adapters. LLDP must also be configured on
the physical switches per the switch configuration instructions provided earlier in this guide.

98.1 Enable LLDP on each VDS and view information sent

Enabling LLDP on vSphere distributed switches enables them to send information such as vmnic numbers

and MAC addresses to the physical switch connected to the ESXi host.

To enable LLDP on each VDS:

aprwdE

Click OK.

Repeat for remaining distributed switches.

On the web client Home screen, select Networking.
Right click on a VDS and select Settings > Edit Settings.

In the left pane of the Edit Settings page, click Advanced.
Under Discovery protocol, set Type to Link Layer Discovery Protocol and Operation to Both.

To view LLDP information sent from the ESXi host adapters, run the following command from the CLI of a

directly connected switch:

Leaf-1#show Ildp neighbors

Rem Chassis I1d

00:0a:f7:38:88:12
vmnicl

00:0a:f7:38:96:62
vmnicl

00:0a:f7:38:94:32
vmnicl

4c:76:25:e7:41:40
4c:76:25:e7:3b:40
f4:8e:38:20:54:29
f4:8e:38:20:54:29

Loc PortlID Rem Host Name Rem Port Id

Te 1/2 - 00:0a:f7:38:88:12
Te 1/2 r630-1 00:50:56:18:88:12
Te 1/4 - 00:0a:f7:38:96:62
Te 1/4 r630-2 00:50:56:18:96:62
Te 1/6 - 00:0a:f7:38:94:32
Te 1/6 r630-3 00:50:56:18:94:32
Fo 1749 Spine-1 fortyGigE 1/1/1
Fo 1/50 Spine-2 fortyGigE 1/1/1
Fo 1/53 Leaf-2 fortyGigE 1/53

Fo 1/54 Leaf-2 fortyGigE 1/54

The output above shows Leaf 1 is connected to vmnicl of each host via interfaces Te 1/2, Te 1/4 and Te 1/6.
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9.8.2 View LLDP information received from physical switch

LLDP configuration is part of the physical switch configurations covered in Section 6. The switches are
configured to send information (host name, port number, etc.) via LLDP to the ESXi host network adapters.

To view LLDP information sent from the physical switch:

On the web client Home screen, select Hosts and Clusters.

In the Navigator pane, select a host.

In the center pane, select Manage > Networking > Physical adapters.

Select a connected physical adapter, vmnicl for example.

Below the adapter list, select the LLDP tab. Information similar to that shown in Figure 51 is provided
by the switch.

arMwODdE

[T 100.67.187.17 = Actions -

Getting Started  Summary  Monitor | Manage | Related Objects

[ Settings | Metworking | Storage | Alarm Definitions | Tags | Permissions

4 Physical adapters
Virtual switches @ Eé' y _“j' (Q Fiter 2
VMkemel adapters Device Actual Speed Configured Speed Switch MAC Address o
Broadcom Corporation QLogic 57840 10 Gigabit Ethernet Adapter
TCPIP configuration vmnicO Down Auto negotiate = 00:0a:f7:38:94:30 I
Advanced ymnic1 10000 Mb 10000 Mb Rack1Mana.. 00:0af7:38:94:32 |
vmnic2 Down Auto negotiate = 00:0a:f7:38:94:34 I
vmnic3 10000 Mb 10000 Mb Rack 1 Mana..  00:0a:f7:38:94:36 I

Infel Cormaration 1350 Ginabit Metwork Connection
1 H

Physical network adapter: vmnic1

Al Properties CDP | LLDP |

Link Layer Discovery Protocol

Chassis ID f4:8e:38:20:37:29

Port 1D TenGigabitEthernet /6

Time to live 120

TimeOut G0

Samples 318

Management Address 100.67.187.35

Part Description TenGigabitEthernet 1/6

System Description Dell Real Time Operating System Software. Dell

Cperating System Yersion: 2.0. Dell Application Software
Wersion: 9.10(0.1P18) Copyright (c) 1999-20160&ll Inc.
All Rights Reserved.Build Time: Tue Oct 18 06:19:34
2016

System Name Leaf-1
! J

.,

Figure 51 Information sent from physical switch to vmnic via LLDP
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Configure FC Storage
This section details configuring the Rack 2 Compute FC630 cluster with FC SAN shared storage. All network
connections have been made as shown in Figure 21.

Determine server adapter WWPNs

The FC630 server's FC adapter World Wide Port Names (WWPNS) are required for mapping servers in the
SC9000 and for zone configuration on the Brocade FC switches. Server adapter WWPNSs are determined as

follows:
1. Connect to the server's IDRAC in a web browser.

Note: Optionally, you may first connect to the FX2 chassis' CMC in a web browser. In the CMC GUI, select
the FC630 server and click Launch iDRAC GUI.

2. Inthe left pane of the IDRAC GUI, expand Hardware and select Fibre Channel Devices.
3. The Fibre Channel Ports will be displayed as shown in Figure 52.

d Dell Remote
ontroller 8 Enterprise

System FC.ChassisSiot.7
PowerEdge FCE30

root, Admin
FC.ChassisSlot.7: QLogic QLE2662 16Gb FC & C ?
Adapter - 2001000E1EC3AFCC

Support | About | Logout

Port Properties

‘endor Mame QlLogic

Mumber of Ports 2

Memory
Front Panel

Fibre Channel Ports
Link Status Fort Protocal
b Up 1 Fibre Channel
+ Up 2 Fibre Channel

Figure 52 Fibre Channel Devices screen in IDRAC

4. Click the + in the row containing Port 1 to expand the details.
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Fibre Channel Ports

Link Status Port Protocol
Fibre Channel in Chassis Slot 7-1

Link connection

Link Status Up
Link Speed 16Ghps
OS Driver State (V]

World Wide Names

World Wide Mode Name

20:00:00:0E1E:C3AF.CC

World Wide Port Name

Eu:m:nu:nEﬂEzcaAF:cg

Figure 53

5. Record its WWPN, circled in Figure 53.

Note: Be sure to record the World Wide Port Name, not the World Wide Node Name.

Adapter WWPN

6. Scroll down the page and repeat for Port 2.
7. Repeat steps 1-6 for the other FC630 servers in the cluster.

When done, you should have recorded data similar to that shown in Table 5.

Note: It is easier for zone configuration later if the data is sorted by FC switch ("Connected to" column) as

shown.

Table 5 Server adapter WWPNs

Server FC Port | Connected to | WWPN

FC630-1 1 6510-1 20:01:00:0e:1e:c3:af:cc
FC630-2 1 6510-1 20:01:00:0e:1e:c3:af:da
FC630-3 1 6510-1 20:01:00:0e:1e:c3:af:ec
FC630-4 1 6510-1 20:01:00:0e:1e:c3:af:e4
FC630-1 2 6510-2 20:01:00:0e:1e:c3:af:cd
FC630-2 2 6510-2 20:01:00:0e:1e:c3:af:db
FC630-3 2 6510-2 20:01:00:0e:1e:c3:af:ed
FC630-4 2 6510-2 20:01:00:0e:1e:c3:af:e5
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Storage Center SC9000 initial configuration

During initial configuration of the Dell Storage SC9000, fault domains are created and WWPNSs of the array's
FC adapters are recorded. WWPNs are needed for zone configuration on the 6510 switches. Dell Storage
Manager Client software, included with Dell Storage Manager, is used to manage the SC9000.

Note: For information on initial setup of the Dell Storage SC9000 array, refer to your Dell Storage SC Series
documentation. The SC9000 used in this deployment is in virtual port mode. The number of FC adapters in
the SC9000 may be changed from this example to meet storage bandwidth requirements. For fault
tolerance, each controller should have at least one dual-port FC adapter.

Each SC9000 system has two controllers. In the example used in this guide, two dual-port FC adapters are
installed in slots 4 and 6 of each controller (for a total of eight ports). Figure 54 and Table 6 detail the
connections used in this example.

SC9000

Controller 1 Controller 2

4/1 4/2 6/1 6/2 4/1 4/26/1 6/2

==

0 1 2 3 0 1 2 3
Brocade 6510-1 Brocade 6510-2

FC-1 FC-2

w | HEEE
E 10GbE
FC630-1
HEEE FC-1, Storage Traffic
S 10GbE FC-2, Storage Traffic
. FC630-2 NSX and vMotion Traffic

Management (CMC and ESXi)
HEEN

10GbE

FC630-3
HEEEN

10GbE

FC630-4
cvic [l

Figure 54 Rack 2 Compute FC630 Cluster FC SAN

PCle

Rack 2 Compute FC630 Cluster

PCle
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Table 6 Switch to storage connections
Switch Switch | Fault _ SC9000 Controller
port# |domain |controller |port#
6510-1 0 FC-1 1 4/1
6510-1 1 FC-1 1 6/1
6510-1 2 FC-1 2 4/1
6510-1 3 FC-1 2 6/1
6510-2 0 FC-2 1 42
6510-2 1 FC-2 1 6/2
6510-2 2 FC-2 2 4/2
6510-2 3 FC-2 2 6/2

Create fault domains
Fault domains group FC ports that are connected to the same switch. All ports in a fault domain are available

for 10. If a port fails, 10 is routed to another port in the fault domain.

Create two fault domains as follows:

PowbdpRE

a.

Launch the Dell Storage Manager Client GUI from a workstation.
Near the top of the screen, select Storage.
Right click on Fault Domains and select Create Fibre Channel Fault Domain.
In the Create Fault Domain window:
Next to Name, specify the name of the first fault domain, FC-1.

b. Select ports to allocate to FC-1 (Ports 4/1 and 6/1 from each controller in this example) and click

5. Repeat steps 3 and 4 for the second fault domain, FC-2.

OK.

When complete, fault domains FC-1 and FC-2 should look similar to Figure 55 and Figure 56 respectively.
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Summary (2] Storage *?

Hardware @

Charting @ Alerts @ Logs @

“H e
=l Storage Center 52155
=gl Volumes
a 6:08
i@ Rack 2 Compute FCA:
[©] Recycle Bin
i Servers
=g Fault Domains
El-{Z. Fibre Channel

@ Fe
ar FC-2
[#-_ Assigned

=4 Storage Types
& Assigned - Redundar
+-Hil Snapshot Profies

Transport Type

@ FC-1

Index 4
Fibre Channal

Virtual Port

Fibre Channel Transport Mode

Port List

fPhysical Ports

Figure 55 Fault domain FC-1 configured

Summary @ BEGLE NG

Hardware @ Charting @

Name Controfler Status
W S000D31000F2CBO8 43 SN 62155 up
¥ S000D21000F2CEOE &) SME2155 Up
™ S000D31000F2CB14 403 SNE2156 Up
W S000D31000F2CB12 o) SN 62156 up

Connected

Yes
Yes
Yes

Yes

Alerts @ Logs @

Slot

“He»

=I-£ % Storage Center 62155
=i Violumes
i s4cB
i@ Rack 2 Compute FCE:
[©] Recycle Bin
ve Servers

= @ Fault Domans

#® FC-2

Index 2
Transport Type
Fibre Channel Transport Mode

Fibre Channel
Virtual Port

=

- Fibre Channei fPhysical Ports Y
& FC-1 Name Contralier Status  Connected Skt Slot Port
TR ™ 5000031000F2CB07 ) SN 62155 v i Yes 4 2
@ Assigned ® 5000031000F2CB0S &} SN 62155 up Yes 8 2
=@ Storage Types J® S000D31000F2CB13 (i SN 62156 Up  Yes § 2
& Assigned - Redundar
5 Snapshot Profies k’ 5000D31000F2CB11 4} SN 62156 Up Yes & 2
Figure 56 Fault domain FC-2 configured
DELLEMC
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10.2.2 Record FC adapter physical WWPNs
Using the information from Figure 55 and Figure 56, a physical WWPN column is added to Table 6 to create
Table 7.
Note: In the Storage Manager GUI, the controllers are identified by their serial numbers (62155 and 62156
in this example). This information has been added to the SC9000 controller column for clarity.
Table 7 Switch-to-storage connections with physical WWPNs added
Switch Switch | Fault SC9000 Controller | SC9000
port# |domain |controller |port# Physical WWPN
6510-1 0 FC-1 1 (62155) 4/1 50:00:d3:10:00:f2:cb:08
6510-1 1 FC-1 1 (62155) 6/1 50:00:d3:10:00:f2:cb:06
6510-1 2 FC-1 2 (62156) 4/1 50:00:d3:10:00:f2:cb:14
6510-1 3 FC-1 2 (62156) 6/1 50:00:d3:10:00:f2:cb:12
6510-2 0 FC-2 1 (62155) 4/2 50:00:d3:10:00:f2:cb:07
6510-2 1 FC-2 1 (62155) 6/2 50:00:d3:10:00:f2:cb:05
6510-2 2 FC-2 2 (62156) 4/2 50:00:d3:10:00:f2:cb:13
6510-2 3 FC-2 2 (62156) 6/2 50:00:d3:10:00:f2:ch:11
10.2.3 Record FC adapter virtual WWPNs
Each physical WWPN has an associated virtual WWPN. Virtual WWPNSs can be viewed by going to the
Hardware tab in the Storage Manager Client GUI.
Expand Controllers > Controller SN > 10 Ports > Fibre Channel. The physical WWPNs are shown. Expand
each physical port to view its virtual WWPN beneath it as shown in Figure 57.
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Summary @ Storage @

Hardware

¥l Charting @ Alerts @ Logs @

=24

-9

-\ Storage Center 62155
=% Controllers

¢ SN 62155

D]llapurts

=k ]_-’ Fibre Channel
B F S000031000F2CB0S

“} B 5000031000F2CE28

B F S000031000F2CB08

| /M 5000031000F2CE25

B F S000031000F2CB07

| /M s000031000F2CE29

-} =000D31000F2CE08
‘¥ 5000031000F2CE26
-] sAS

‘ Fan Sensor

- @ Power Supphy

- |41 Temperature Sensor

-3 Voltage Sensor
- Cache Card

4 SN 62156

=] 10 Ports

=8 ]:’ Fibre Channel
E}-F 5000031000
P I EDDDDS'II]EIEIFECEIZA

B F EIRkE DTS5

S000031000F2CE24

B F S000031000F2CH14
Ii S000031000F2CB20 I

- J sAs

]l

— Storage Center 62155

Serial N\umber 82155

Hardware Alerts Sum mary
Alzrtz

Current Alerts 0
Disk Alertz 0

Hardware Alerts 0

Hardware Alerts

Created On Source Name
Controllers
Name Status Local Port Condition
L} SNB2155 Up Balanced

Figure 57 SC9000 FC virtual WWPNs

Using the information from Figure 57, a virtual WWPN column is added as shown in Table 8.

Table 8 Switch-to-storage connections with virtual WWPNs added
Switch Switch | Fault _ SC9000 Controller SCQO_OO S_CQOOO
port# | domain | controller | port # Physical WWPN Virtual WWPN
6510-1 |0 FC-1 1(62155) |4/1 50:00:d3:10:00:f2:cb:08 | 50:00:d3:10:00:f2:cbh:26
6510-1 |1 FC-1 1(62155) |6/1 50:00:d3:10:00:f2:cb:06 | 50:00:d3:10:00:f2:ch:25
6510-1 |2 FC-1 2 (62156) |4/1 50:00:d3:10:00:f2:ch:14 | 50:00:d3:10:00:f2:cb:20
6510-1 |3 FC-1 2 (62156) |6/1 50:00:d3:10:00:f2:ch:12 | 50:00:d3:10:00:f2:ch:27
6510-2 |0 FC-2 1(62155) |4/2 50:00:d3:10:00:f2:cb:07 | 50:00:d3:10:00:f2:ch:29
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10.3.1

10.3.2

Switch Switch | Fault _ SC9000 Controller SC90_00 S_CQOOO

port# | domain | controller | port# Physical WWPN Virtual WWPN
6510-2 |1 FC-2 1(62155) |6/2 50:00:d3:10:00:f2:ch:05 | 50:00:d3:10:00:f2:cb:28
6510-2 |2 FC-2 2 (62156) | 4/2 50:00:d3:10:00:f2:ch:13 | 50:00:d3:10:00:f2:ch:24
6510-2 |3 FC-2 2 (62156) |6/2 50:00:d3:10:00:f2:cb:11 | 50:00:d3:10:00:f2:cb:2a

Configure Brocade 6510 FC switches

This section covers configuration of Brocade 6510 switches from the CLI using the serial console. Brocade
6510 switches also have a Java-based GUI available that may be used for zone configuration as an
alternative to the CLI. For more information on switch configuration and commands, refer to the Brocade
documentation listed in Appendix C.3.

Reset to defaults

The commands in this guide are based on Brocade 6510 FC switches starting at their factory default settings.
For example, the N_Port ID Virtualization (NPIV) feature must be enabled for this deployment. Resetting 6510
switches to defaults ensures NPIV is enabled and helps ensure other key settings are configured properly.

To restore system configuration parameters to default values, run the following commands on each 6510:

Brocade6510-1:admin> chassisdisable

Are you sure you want to disable all chassis ports now? (yes, y, ho, n): [no] y
Brocade6510-1:admin> configdefault -all

WARNING: This is a disruptive operation that requires a switch reboot.

Would you like to continue [Y/N]: vy

Note: Some configured parameters are not affected by the configdefault -all command such as the
switch name, IP address and zone configuration settings. For more information about this command, see the
Brocade Fabric OS 8.0.x Command Reference Guide.

6510 switch configuration
The following section outlines the configuration commands run at the admin> prompt on the Brocade 6510
switches.

Note: Commands that wrap the page are under |l ined below. Commands for both 6510 FC SAN switches
used in this deployment are provided in the attachments named 6510-1.txt and 6510-2.txt.

The following configuration details are specific to 6510-1. 6510-2 is similar.
Configure the switch name, management IP address and default gateway.

switchname Brocade6510-1

90 Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0 DEALEMC



ipaddrset -ipv4 -add -ethip 100.67.190.17 -ethmask 255.255.255.0 -gwyip
100.67.190.254 -dhcp off

Create aliases to use in zoning. Aliases are optional but can be very helpful when working with WWPNs. They
are used to associate a user-friendly name to a WWPN.

Aliases are created for the four FC630 server ports connected to 6510-1. This information is from Table 5 in
section 10.1.

alicreate "FC630_1 portl™, "20:01:00:0e:1e:c3:af:cc"”
alicreate "FC630_2 portl"™, "20:01:00:0e:1le:c3:af:da"
alicreate "FC630_3 portl"™, "20:01:00:0e:1le:c3:af:ec"
alicreate "FC630_4 portl™, "20:01:00:0e:1e:c3:af:e4"

Aliases are created for the four SC9000 physical ports connected to 6510-1. "Cont1l_Pport4_1" is short for
“"controller 1, physical port 4/1", for example. This information is from Table 8 in Section 10.2.3.

alicreate "Contl Pport4_ 1", "50:00:d3:10:00:f2:cb:08"
alicreate "Contl Pport6 1", "50:00:d3:10:00:f2:cb:06"
alicreate "Cont2_Pport4_1", "50:00:d3:10:00:f2:cb:14"
alicreate "Cont2_ Pport6 1", "50:00:d3:10:00:f2:cb:12"

Aliases are created for the four SC9000 virtual ports connected to 6510-1. "Vport" is short for "virtual port".
This information is also from Table 8 in Section 10.2.3.

alicreate "Contl_Vport4_1", "50:00:d3:10:00:f2:cb:26"
alicreate "Contl_Vport6_1", "50:00:d3:10:00:f2:cb:25"
alicreate "Cont2 Vport4 1", "50:00:d3:10:00:f2:cb:20"
alicreate "Cont2_ Vport6 1", "50:00:d3:10:00:f2:cb:27"

Next, the zones are created. Zones enable the SAN to be partitioned into groups of devices that can access
each other. Dell Storage Center SC9000 zoning guidelines state the following:

¢ Include all Storage Center physical WWPNSs in a single zone.
e For each host server FC adapter port, create a zone that includes the single FC adapter WWPN and
multiple Storage Center virtual WWPNSs on the same switch.

The first zone, named SC9000_Physical_Ports, is created containing the four SC9000 physical ports
connected to this switch. Port alias names are used in the command.

zonecreate ''SC9000 Physical Ports",
""Contl_Pport4_1;Contl Pport6_1;Cont2 Pport4_1;Cont2 Pport6 1"

Four additional zones are created, named FC630_1 through FC630_4. Each zone contains the server port
and the four SC9000 virtual ports connected to this switch. Port alias names are used in the commands.

zonecreate ""FC630_ 1",
"FC630_1 portl;Contl Vport4 1;Contl Vport6 1;Cont2_Vport4 1;Cont2 Vport6 1"
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zonecreate ""FC630 2",
"FC630_2 portl;Contl Vport4 1;Contl Vport6 1;Cont2_Vport4 1;Cont2 Vport6 1"

zonecreate ""FC630 3",
"FC630_3 portl;Contl Vport4 1;Contl Vport6 1;Cont2_Vport4 1;Cont2 Vport6 1"
zonecreate "'FC630 4",
"FC630_4 portl;Contl Vport4 1;Contl Vport6 1;Cont2_Vport4 1;Cont2 Vport6 1"

The five zones created above are added to a zone configuration named ZoneConfigl.

cfgcreate
"'ZoneConfigl", "'SC9000_Physical_Ports;FC630 _1;FC630_2;FC630_3;FC630 4"

Note: Multiple zone configurations may be created on the switch, but only one zone configuration can be
active at a time.

The configuration is not complete until the following two commands are run. Save the configuration with the
cfgsave command and enable ZoneConfigl with the cFgenable command. These commands are
interactive and are answered manually.

Brocade6510-1:admin> cfgsave

Do you want to save the Defined zoning configuration only? (yes, y, no, n):
[no] yes

swO Updating flash ...

2017/02/15-22:43:26, [ZONE-1024], 124, FID 128, INFO, Brocade6510-1, cfgSave
completes successfully.

Brocade6510-1:admin> cfgenable ZoneConfigl

Do you want to enable "ZoneConfigl®" configuration (yes, y, no, n): [no] yes
swO Updating flash ...

2017/02/15-22:47:58, [ZONE-1022], 126, FID 128, INFO, Brocade6510-1, The
effective configuration has changed to ZoneConfigl.

zone config "ZoneConfigl" is in effect

10.3.3 6510 switch validation

This section shows the output of commands that may be used to validate the configuration and connections.

10.3.3.1 switchshow

92

The switchshow command shows the port state and connected port information. On both 6510 switches,
ports 0-3 are connected to the SC9000 controller and NP1V is in use (since there are 2 WWPNSs on each link).
Ports 16-19 are connected to the FC630 server adapters and the single WWPN in use on these links is
shown.

The remaining 6510 ports not in use are removed from the command output below. The output shown is from
6510-1. 6510-2 is similar.
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Brocade6510-1:admin> switchshow

switchName: Brocade6510-1
switchType: 109.1
switchState: Online
switchMode: Native
switchRole: Principal
switchDomain: 1

switchld: fffcol
switchWwn: 10:00:c4:f5:7c:50:9e:4f
zoning: ON (ZoneConfigl)
switchBeacon: OFF

FC Router: OFF

FC Router BB Fabric ID: 1
Address Mode: 0

HIF Mode: OFF

Index Port Address Media Speed State Proto
0 0 010000 id N16 Online FC F-Port 1 N Port + 1 NPIV public
1 1 010100 id N16 Online FC F-Port 1 N Port + 1 NPIV public
2 2 010200 id N16 Online FC F-Port 1 N Port + 1 NPIV public
3 3 010300 id N16 Online FC F-Port 1 N Port + 1 NPIV public
16 16 011000 id N16 Online FC F-Port 20:01:00:0e:le:c3:af:e4
17 17 011100 id N16 Online FC F-Port 20:01:00:0e:le:c3:af:da
18 18 011200 id N16 Online FC F-Port 20:01:00:0e:le:c3:af:ec
19 19 011300 id N16 Online FC F-Port 20:01:00:0e:le:c3:af:cc

Note: To view the WWPNSs of connected devices on ports 0-3 (the SC9000 physical and virtual WWPNSs),
use the portshow port# command.

10.3.3.2 zoneshow
The zoneshow command shows configured zone and alias information. Most importantly, the effective zone
configuration is summarized at the end of the output. The output shown below is from 6510-1. 6510-2 is
similar.

Brocade6510-1:admin> zoneshow

Defined configuration:

cfg: ZoneConfigl
SC9000_Physical_Ports; FC630_1; FC630_2; FC630_3; FC630_4

zone: FC630_1 FC630_1 portl; Contl Vport4 1; Contl Vport6_1; Cont2_Vport4d 1;
Cont2_Vport6_1

zone: FC630_2 FC630_2_portl; Contl Vport4 1; Contl _Vport6_1; Cont2_Vportd 1;
Cont2_Vport6_1

zone: FC630_3 FC630_3_portl; Contl Vportd 1; Contl _Vport6_1; Cont2_Vportd 1;
Cont2_Vport6_1

zone: FC630_4 FC630_4 portl; Contl Vport4 1; Contl Vport6_1; Cont2_Vport4d 1;
Cont2_Vport6_1

zone: SC9000_Physical_Ports
Contl_Pport4_1; Contl_Pport6_1; Cont2_Pport4_1;
Cont2_Pport6_1

alias: Contl_Pport4_1
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alias:

alias:

alias:

alias:

alias:

alias:

alias:

alias:

alias:

alias:

alias:

50:00:d3:
Contl _Pport6_1
50:00:d3:
Contl_Vport4d 1
50:00:d3:
Contl_Vport6_1
50:00:d3:
Cont2_Pport4d_1
50:00:d3:
Cont2_Pport6_1
50:00:d3:
Cont2_Vport4d_1
50:00:d3:
Cont2_Vport6_1

50:00:

FC630_1 portl

20:

01:

FC630_2_portl

20:

01:

FC630_3_portl

20:

01:

FC630_4 portl

20:

01:

d3:

00:

00:

00:

00:

Effective configuration:

cfg:
zone:

zone:

zone:

zone:

zone:
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ZoneConfigl
FC630_1 20:
50:
50:
50:
50:
FC630_2 20:
50:
50:
50:
50:
FC630_3 20:
50:
50:
50:
50:
FC630_4 20:
50:
50:
50:
50:

01:
00:
00:
00:
00:
01:
00:
00:
00:
00:
01:
00:
00:
00:
00:
01:
00:
00:
00:
00:

00:
d3:
d3:
d3:
d3:
00:
d3:
d3:
d3:
d3:
00:
d3:
d3:
d3:
d3:
00:
d3:
d3:
d3:
d3:

10:

10:

10:

10:

10:

10:

10:

10:

Oe:

Oe:

Oe:

Oe:

Oe:
10:
10:
10:
10:
Oe:
10:
10:
10:
10:
Oe:
10:
10:
10:
10:
Oe:
10:
10:
10:
10:

00:

00:

00:

00:

00:

00:

00:

00:

le:

le:

le:

le:

le:
00:
00:
00:
00:
le:
00:
00:
00:
00:
le:
00:
00:
00:
00:
le:
00:
00:
00:
00:

SC9000_Physical_Ports

50:00:d3:10:00:
50:00:d3:10:00:
50:00:d3:10:00:
50:00:d3:10:00:

f2:

f2:

f2:

f2:

f2:

f2:

f2:

f2:

c3:

c3:

c3:

c3:

c3:
f2:
f2:
f2:
f2:
c3:
f2:
f2:
f2:
f2:
c3:
f2:
f2:
f2:
f2:
c3:
f2:
f2:
f2:
f2:

f2:
f2:
f2:
f2:

cb:

ch:

ch:

ch:

ch:

ch:

ch:

cb:

af:

af:

af:

af:

af:
cb:
cb:
cb:
cb:
af:
cb:
cb:
cb:
cb:
af:
cb:
cb:
cb:
cb:
af:
cb:
cb:
cbh:
cbh:

cb:
cb:
cb:
ch:

08

06

26

25

14

12

20

27

cc

da

ec

e4

cc
26
25
20
27
da
26
25
20
27
ec
26
25
20
27
e4
26
25
20
27

08
06
14
12
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10.4  SC9000 final configuration

After the FC switches have been properly configured, servers may be added to Storage Center. The servers
are grouped in a cluster and a shared storage volume is created and mapped to the cluster.

10.4.1 Create servers in Storage Manager Client

1. Launch the Dell Storage Manager Client GUI from a workstation and select the Storage tab.

2. Inthe left pane, right click on Servers and select Create Server. This opens the Create Server
window shown in Figure 58.

Next to Name, enter the server name e.g. FC630-1.

Next to Operating System, select VMware ESXi 6.0.

Leave the two Alert boxes checked.

Select the two PWWNs that match the FC HBA installed in the server (from Table 5 in section 10.1).
When done, the screen should appear similar to Figure 58.

o v A®

@, Create Server [Storage Center 62155]

MName FCE30-1
Operating System VMware ESXi 6.0

MNotes

Alert On Lost Connectivity

Alert On Partial Connectivity

Select the HBA that the server uses to send 10 reguests to the Storage Center.
Host Bus Adapters

Name Port Type Connectivity  iSCSI IPv4 Address
2001D00E1ECIAFES Fiore Channel [ up
0w
2001000E1EC3AFED Fibre Channel [ up
O
2001D00E1EC3AFCC Fibre channel [ up
]
2001000E1EC3AFES Fibre Channel [ up
[ -
JH 2001000E1EC3AFCD Fibre Channel Up
[C] J® 2001000E1EC3AFDA Fibre Channel Up
[C] 1M 2001000E1EC3AFDB Fibre Channel Up
[C] J® 2001000E1EC3AFEC Fibre Channel Up
Manually Add HBA Only Show Up Connections

Figure 58 Server FC ports selected

7. Click OK to apply the settings.

8. Repeat steps 2-7 for the remaining servers in the compute cluster, e.g. FC630-2, FC630-3 and
FC630-4.

10.4.2 Create Storage Center server cluster

A Storage Center server cluster enables the mapping of volumes to vSphere server clusters. In this section,
the four FC630 servers are added to a cluster.

95 Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0 DEALEMC



To create a server cluster:

1. Inthe left pane of the Storage Manager Client GUI, right click on Servers and select Create Server

Cluster.
2. Inthe Create Server Cluster dialog box:

a. Provide a Name for the Storage Center server cluster in the box provided. The vSphere cluster

name, Rack 2 Compute FC630, is used here for consistency.
Next to Operating System, select VMware ESXi 6.0.
Leave the two Alert boxes checked.

o

d. Select Add Server to Cluster. Select the first server and click OK. Repeat as needed until all

servers are in the cluster are added as shown in Figure 59.

m Create Server Cluster [Storage Center 62155] @
Name Rack 2 Compute FCS30
Server Folder e Servers Change
Operating System VMware ESXi 6.0 - | i
Notes -
Alert On Lost Connectivity
Alert On Partial Connectivity
Servers Name Port Type Connectivity
& FC830-1 Fibre Channel Up
& FCB30-2 Fibre Channel Up
& FCB30-3 Fibre Channel Up
& FCB30-4 Fibre Channel Up
Add Server to Cluster Remove Selected Creats New Server
xcuea | [ #ox |
Figure 59 Create server cluster dialog box
3. Click OK to apply the configuration.
When complete, the server cluster appears as shown in Figure 60.
DALEMC
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STl ol Hardware @ Charting @ Alerts @ Logs @

He» ; ., .
“¢ Rack 2 Compute FCE30 =) Shuwl il Create Volume 53§ Create M
=] Storage Center 62155
E}E Wolumes Index 5 Server has not used any disk space on the Storage Center
i @] Recycle Bin Type Cluster
= '9:':* sters Operating System  WMware ESXi 6.0
=F-% Rack2 Compute FCE30 Server Folder Servers
- M FC630-1
- W FCB30-2 Servers
i W FCs3na -
L. FCE30-4 Name Port Type Connectivity
S— B
=@ Faull Domains & FCE30-1 Fibre Channel up
E-Iz8) Fibre Channel Ul FCa30-2 Fibre Channel Up
+- gl Fault Domain 1 :
‘g Fault Domain 2 i FCE30-3 Fibre Channel Up
48 Disks H FC30-4 Fibre Channel Up
i - Assigned
E}ﬁ Storage Types Mappings Volumes Protocol Endpoints
. /{9 Assigned - Redundant - 2 M =
[@ Snapshot Profiles Wolume Connectivity Volume Folder Path

Figure 60 Storage Center cluster created

10.4.3 Create a volume for shared storage
1. Inthe left pane of the Storage Manager Client GUI, right click on Volumes and select Create
Volume.
2. Provide a Name, e.g. Rack 2 Compute FC630 Vol 1 and Size. For this example, 2 TB is used.
3. Leave other settings at their defaults and click OK to create the volume.

The new volume appears as shown in Figure 61.

GOl Hardware @ Charting @ Alerts @ Logs

H & 9 : ) :
L Storage Center 62155 #® Rack 2 Compute FC630 Vol 1 =1 Show | i

F__g :‘-.fuh._lmes. - Y dex 2 Volume has not used any disk space on the 54
i3 Rack 2 Compute FC630 Vol 1| Joonfigured Size 2TB
[©] Recycle Bin Volume Folder g Volumes
—}- gy Servers
=/-98 Rack 2 Compute FC630

Figure 61 Volume created

10.4.4 Map the volume to the cluster

1. Inthe left pane of the Storage Manager Client GUI, right click on Rack 2 Compute FC630 Vol 1 and
select Map Volume to Server.
2. Select the Rack 2 Compute FC630 cluster and click Next > Finish.
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With the new volume selected in the left pane, note that it has been assigned an active controller (SN 62156)
as shown in Figure 62. When Mappings is selected in the middle of the page (circled), the mapping details
appear at the bottom of the page. Figure 62 shows server FC630-1 is mapped to four virtual ports residing on
this controller. The remaining servers are listed beneath it (not shown).

If the active controller (SN 62156) is restarted, the four virtual ports will move to the remaining controller (SN
62155) and it will become active for this volume.

Storage 7 [EaElNE]L] Q Charting Q Alerts Q Logs Q

He & Rack 2 Compute FC630 Vol 1 7] Shuw| i Edit Seﬂing5| 2 Map Volume to Server 2/ Remove Mappings J§ Create Snapy
Storage Center 82155
i Volumes Index 2 Server Usage Disk Usage
fre Volume Folder 38 Volumes

B Lahiaiiiclad ECHE R ENCICE I
L

Wi Servers 30.32 GB 3032 GB
[=)-5i# Rack 2 Compute FCE30 278 3.85 GB
- FCE30-1 4
Configured Space 2TB
Free Space 197 7B (98.52%) Total Dizk Space 4271 GB
Active Space B 2042 GE (1.48%) Active Space On Disk B 3032GB |
&0 Fault Domains Snapshot Overhead On Disk 3.85GB
F Disks Snapshot Overhead 3.85 GB RAID Overhead 8.54 GB
a Storage Types Actual Space 3417 GB
Savings vs RAID 10 25.63 GB

{55 Snapshot Profiles
Summary Mappings Statistics

<7 Edit Settings g Demote From Cluster 3§ Remove M

Server Connectivity Server Folder Path Mapped Via LUN Requg
. Rack 2 Compute FCB30 Up ! Server Cluster  NIA

1| 1

apping Details

Server Status Transport Server HBA Controller Port LUM Read Only  Operational State
l%l FCE30-1 Up Fibre Channel 2001000E1EC3AFCD 5000031000F2CB2A 1 No Active/Optimized
l%l FCE30-1 Up Fibre Channel 2001000E1EC3AFCC 5000031000F2CB27 1 No Active/Optimized
l%l FCE30-1 Up Fibre Channel 2001000E1EC3AFCC 5000031000F2CB20 1 No Active/Optimized
l%l FCE30-1 Up Fibre Channel 2001000E1EC3AFCD 5000031000F2CEB24 1 No Active/Optimized
l%l FCB30-2 Up Fibre Channel 2001000E1EC3AFDE 5000031000F2CB2A 1 No Active/Optimized

Figure 62 Volume mapped to cluster

10.5 Connect hosts to storage

Note: Return to the vSphere Web Client starting with this section.

1.
2.

On the vSphere Web Client Home screen, select Hosts and Clusters.

In the Navigator pane, select the first host in the Rack 2 Compute FC630 cluster.

In the center pane, select Manage > Storage > Storage adapters and select the host's first storage
adapter (e.g. vmhba3).

a
Click the = icon to rescan for newly added storage devices.
Under Adapter Details, select the Devices tab. The 2 TB volume appears as shown in Figure 63.
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Adapter Details

Properties | Devices | Paths

{Zp ANl Actions = [+ (@ Filter -
Mame Type Capacity 1 ¥ Operaticnal... Hardware Acceleration
| COMPELNT Fibre Channel Disk (naa.6000d31000f2cb000000000000000004)  disk 200TB  Aftached  Supported |
COMPELNT Fibre Channel Disk (naa.6000d31000f2cb01000000000000000a)  disk 51200 B Aftached  Supported
COMPELNT Fibre Channel Disk (naa.6000d31000f2cb010000000000000009) | disk 512.00B Atached  Supported

Figure 63 Adapter Details - Devices tab

6. Select the Paths tab. The target, LUN number (e.g. LUN 1) and status are shown. The target field

includes the virtual WWPN of the SC9000. The status field is marked either ¢ Active or ¢ Active
(I/0O) as shown in Figure 64.

Adapter Details

Properties  Devices | Paths |
Enable [ | Dizable

Runtime Mame Target LUM 1 a Status
vmhba3:.COT7:L1 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:cb:20 1 @ Active (I10)
ymhba3:C0:T10:L1 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:ch: 27 1 @ Active
vmhba3:C0.T9:L256 50:00:d3:10:00:f2:cb:01 50:00:d3:10:00:f2:ch:25 286 @ Active
vmhba3:.C0.T8:.L256 50:00:d3:10:00:f2:cb:01 50:00:d3:10:00:f2:ch: 26 266 @ Active (II0)
vmhba3:CO.T7 L2657 50:00:d3:10:00:f2:ch:02 50:00:d3:10:00:f2:ch:20 2587 @ Active
vmhba3:.CO.T10:L257 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:ch: 27 2587 @ Active (II0)

Figure 64 Adapter Details - Paths tab

Note: Notice in Figure 63 and Figure 64 two additional (very small) 512 byte disks appear and are assigned
LUN numbers 256 and 257. These are for administrative purposes and are referred to as protocol endpoints.
They are not presented when creating datastores. For more information, see the Dell SC Series Virtual
Volumes Best Practices guide on Dell TechCenter.

Repeat steps 3-6 above for the host's second storage adapter (e.g. vmhba4).

Repeat the above for the remaining hosts in the cluster. All hosts should have 2 paths from each vmhba to
LUN 1.
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10.6 Create a datastore

In this section, a datastore that uses the shared storage volume is created.
To create the datastore:

1. GotoHome > Storage.
2. Inthe Navigator pane, right click on Datacenter and select Storage > New Datastore.
3. Inthe New Datastore window, for Location, Datacenter is selected. Click Next.
4. Leave the Type set to VMFS and click Next.
5. Onthe Name and device selection page:
a. Provide a Datastore name, e.g. Rack 2 Compute FC630 Vol 1.
b. From the dropdown menu, select any host in the Rack 2 Compute FC630 cluster. When created,
this datastore will be accessible to all configured hosts in the cluster (refer to the note on the
screen next to the @ icon). The screen will look similar to Figure 65.

3 New Datastore

" 1 Location Datastore name: |Rack 2 Compute FCE30 Vol 1

The datastore will be accessible to all the hosts that are configured with access to the selected diskiILUN. Ifyou (

ek disk/LUN that you are interested in, it might not be accessible to that host. Try changing the host or configure acc
4 Partition configuration Select a hostto view its accessible disks/LUNs: | 100.67.187.63 | > |
5 Ready to complete a
Hame LUN | Capacity Hardware Acceler... Drive Type
COMPELMNT Fibre Channel Disk (naa.6000d31000f2chb... 1 200TEB Supported HDD

Figure 65 New datastore window with host selected

6. Select the LUN and click Next.
7. Leave the Partition configuration at its default settings and click Next > Finish to create the

datastore.

Once the datastore is created, verify the datastore has been mounted by all hosts in the compute cluster.

1. GotoHome > Storage.
2. Inthe Navigator pane, select the newly created datastore, Rack 2 Compute FC630 Vol 1.

3. Inthe center pane, select Manage > Settings > Connectivity and Multipathing.

All hosts in the compute cluster are listed with the datastore status shown as Mounted and Connected as
shown in Figure 66.

Note: If any hosts in the cluster are missing, they made have been missed when rescanning storage devices
(covered in Section 10.5). If this is the case, rescan storage on any missing hosts and return to this section.
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3 Rack 2 Compute FC530 Vol 1 Actions ~

Summary  Monitor | Manage | Related Objects

[Setﬁngs | Alarm Definitions | Tags | Permissions | Scheduled Tasks | Filesl

It Connectivity and Multipathing
General Select a host to view the multipathing details for its devices.

Capability sets Mount Unmount
Device Backing

Host 1 a Datastore Mounted Datastore Connectivity Mount Point
Connectivity and
Multipathing @ 100.67.187.63 Mounted Connected ~vmfsivolumes/589c8965-70feb088-6860-000e1e71e5d0

@ 100.67.187.64 Mounted Connected ~mfsivolumes/589c8965-70feb088-6860-000e1e71e5d0
@ 100.67.187.65 Mounted Connected fmfsivolumes/589c8965-70feb088-6860-000e1e71e5d0
@ 100.67.187 .66 Mounted Connected imfsivolumes/589c8965-70feb088-6860-000e1e71e5d0

Figure 66 Datastore mounted and connected

The path status to the LUN is verified from each host by selecting a host (from the list in Figure 66) and
expanding the Paths item near the bottom of the window. Repeat for each host. In this deployment example,
each host has four active paths to the LUN as shown at the bottom of Figure 67.

Multipathing Details
Device: COMPELNT Fibre Channel Disk (naa.6000d31000f2cb000000000000000004)
Multipathing Policies Edit Multipathing...
| » Path Selection Policy Most Recently Used (ViMware)
Storage Array Type Policy VIMW_SATP_ALUA
Paths
Owner Plugin MNMP
+ Paths
Eca Refresh Enable Disable
Runtime Mame Status Target LUN FPrefemsd
vmhbad.C0:T5:L1 @ Active 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2.cb:24 1
vmhba3:C0:T10:L1 @ Active 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:cb: 27 1
vmhba3:Co:T7:L1 @ Active (/0)  B0:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:ch:20 1
vmhbad:C0:T10:L1 @ Active 50:00:d3:10:00:f2:cb:02 50:00:d3:10:00:f2:cb:2a 1

Figure 67 Path status to LUN

The Path Selection Policy will likely default to Most Recently Used (VMware) circled in Figure 67. In this
case, one path to the host is marked ¢ Active (1/0O) and the other paths ¢ Active. The Path Selection Policy
may be changed (e.g. to Round Robin) using the Edit Multipathing button.

The FC SAN datastore is now created with redundant paths. This datastore may be selected when creating
new VMs in the cluster and any existing VMs in the cluster may be migrated to it.
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Configure the NSX virtual network

This section covers the configuration steps and best practices to build the NSX topology used in this guide.
For more information, refer to the VMware NSX 6.2 Documentation Center.

NSX Manager

The NSX Manager is the centralized network management component of NSX. A single NSX Manager serves
a single vCenter Server environment. It provides the means for creating, configuring and monitoring NSX
components such as controllers, logical switches and edge services gateways.

In this guide, NSX Manager is installed as a virtual appliance on an ESXi host in the management cluster. It is
available from VMware as an Open Virtualization Appliance (.ova) file and is available for download at
my.vmware.com.

To install NSX Manager:

1. Onthe web client Home screen, select Hosts and Clusters.

2. Inthe Navigator pane, right click on the target ESXi host in the Rack 1 Management cluster and
select Deploy OVF Template.

3. Select Local file and Browse to the .ova file (the current naming format is VMware-NSX-Manager-
version#.ova). Select the file, click Open > Next.

4. Check the Accept extra configuration options box and click Next.

Note: The extra configuration options include IP address, default gateway, DNS, NTP and SSH.

5. Click Accept on the Accept license agreements page. Click Next.
6. Keep the default name, NSX Manager. Select Datacenter and click Next.
7. Onthe Select storage screen, select a datastore and click Next.

Note: It is a best practice to use a shared storage datastore to allow for a High Availability (HA) cluster
configuration, so that the NSX Manager appliance can be restarted on another host if the original host fails.
See the VMware vSphere 6.0 Documentation Center for HA cluster configuration instructions.

8. Onthe Setup networks screen, select the management network, named VM Network by default.
Click Next.
9. Onthe Customize template screen:
a. Enter the CLI admin and CLI Privilege Mode passwords to be used at the NSX Manager CLI.
b. Expand Network properties. Provide a hostname (for example, nsxmanager). The IP address
and gateway information may be filled out or supplied by a DHCP server on your network.
c. Fill out the DNS section if used on your network and if not provided by DHCP.
d. Under Services Configuration, Provide the NTP server host name or IP address. It is a best
practice to use NTP on your NSX management network. Optionally, check the box to Enable
SSH.
e. Click Next.
10. The Ready to complete screen provides a summary of the installation as shown in Figure 68.
Review your settings, check the Power on after deployment box and click Finish.
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Finish Cancel

Figure 68 NSX Manager summary screen

The NSX Manager appliance is deployed and boots its Linux OS.

Note: If needed, the NSX Manager appliance console is accessible by going to Hosts and Clusters and
expanding the Rack 1 Management cluster. Right click on the NSX Manager virtual machine and select
Open Console.

Register NSX Manager with vCenter Server

Note: Only one NSX Manager can be registered with a vCenter Server.

To register the vCenter Server with NSX Manager:

1.

arLbd

After the NSX Manager appliance has booted, go to https://<ip_address_or_
nsx_manager_hostname> in a web browser.

Login as admin with the NSX Manager password specified in the previous section.

Click the Manage vCenter Registration button.
Next to vCenter Server, click the Edit button.
Enter the IP address or host name of the vCenter Server, the vCenter Server user name (for
example, administrator@pct.lab), password and click OK.
Click Yes to trust the certificate when prompted.
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11.3

7. Verify the vCenter Server status is Connected as shown in Figure 69.

vCenter Server [ Edit |

Connecting to a vCenter server enables NSX Management Service to display the YMware Infrastructure inventory. HTTPS port {(443) needs to be
opened for communication between NSX Management Service, ESX and WC. For a full list of ports required, see section 'Client and User Access' of
Chapter "Preparing for Installation’ in the '"NSX Installation and Upgrade Guide'.

If your vCenter server is hosted by a vCenter Server Appliance, please ensure that appropriate CPU and memory reservation is given to this
appliance WM. After successful configuration of vCenter on NSX Manager, you need fo leg out of any active client sessions on vSphere Web Client
and log back in to enable NSX user interface components.

vCenter Server: 172.25.187.180
vCenter User Name: administrator@pct.lab
Status: @ Connected - Last successful inventory update was on Thu, 08 Sep 2016 15:21:00 GMT <%

Figure 69 NSX Manager is connected to vCenter Server

The following steps are done in the web client:

1. Log out of the web client if logged in.
2. Log into the web client using the same credentials used to register NSX Manager.
3. The Networking & Security icon now appears on the Home page as shown in Figure 70.

vmware: vSphere Web Client fi=

Navigator X i} Home
4 Hosts and Clusters (0] J Home |
inventories
vCenter Inventory Lists > ) >
[ Hosts and Clusters > ; O D;Q J i E;} |:=I
VMs and Templates > vCenter Hosts and Vs and Storage Metworking Content
£ storage > Inventary Lists Clusters Templates Libraries
€9 Networking >
[i¢% Policies and Profiles > @ o" E
€ Hybrid Cloud Manager > S
“ vRealize Orchestrat Hybrid Cloud vRealize Metworking &
*j- ealize Drchestrator > Manager Orchestrator Security
=5 Networking & Security >
Administration by | LTI

Figure 70  Networking & Security icon

Deploy NSX controllers

NSX controllers are responsible for managing the distributed switching and routing modules in the
hypervisors. Three controllers are required in a supported configuration and can tolerate one controller failure
while still providing for controller functionality.

NSX controllers communicate on the management network and do not have any data plane traffic passing
through them. Therefore, data forwarding will continue even if all NSX controllers are off line.

104
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As a best practice, each NSX controller should be deployed on a different ESXi host so that a single host
failure will not bring down more than one controller. In this guide, there are three hosts in the management
cluster with one NSX controller deployed to each host.

To deploy the NSX controllers:

1.
2.
3.

In the web client, go to Home > Networking & Security.

In the Navigator pane, select Installation.

On the Management tab under NSX Controller nodes, select # to open the Add Controller dialog
box.

In the Add Controller dialog box:

a. Provide a name for the first controller, such as NSX Controller 1.

b. The NSX Manager and Datacenter should be selected by default. If not, select them.

c. Nextto Cluster/Resource Pool, select the Rack 1 Management cluster.

d. Nextto Datastore, select a previously configured datastore (shared storage is recommended).

e. Nextto Host, select the ESXi host where the NSX controller VM will reside. Use a different host
for each controller.

f. The Folder is optional and is skipped for this guide.

g. Nextto Connected To, click Select. Next to Object Type select Network. Select the
management network, VM Network and click OK.

h. Nextto IP Pool, click Select. When creating the first controller, an IP pool will need to be created.

Click New IP Pool and fill out the Add Static IP Pool fields similar to the example in Figure 71.
Use an address range containing at least 3 available addresses on your management network
(one address will be used for each NSX controller).

Add Static IP Pool

Mame: # | MSX controller pool
Gateway: # [ 100.67.187.254
A gateway can be any IPvd or IPvG address.
Prefix Length: i | 24
Primary DM3E:
Secondary DNS:
DS Suffix
StaticIP Pool: =) 100.67.187.183-100.67.187.185

for example 192.168.1.2-192 168.1.100 or
abcd 8787 10-abcd: 878720

OK

Cancel

Figure 71  Add Static IP Pool dialog box
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i. Click OK to create the pool.

j- Inthe Select IP Pool dialog box, select the pool and click OK.

k. Type and confirm a complex password for the controller cluster. This field only appears when
setting up the first controller.
[.  Click OK again to deploy the NSX controller.

Note: Wait for the deployment to complete as shown in the Status column under NSX Controller nodes

before deploying the next controller.

5. Repeat Steps 3 and 4 above for the remaining two controllers, except use the existing IP pool instead
of creating a new one in step h.

When all three controllers are deployed, the Networking & Security > Installation > Management page
appears similar to Figure 72. Each controller's status is shown as Connected and each controller has two
green boxes (representing status of each controller peer) in the Peers column.

Installation

HSX Managers

{2k Actions

MSX Manager

8 100.67.187.182

Management | Host Preparation

IP Address

Logical Metwork Preparation

100.67.187.182

Service Deployments

vienter

1 100.67.187.180

1 items
NEX Controller nodes
* -
Mame Controller Node NSX Manager r-ElstL.s Pes Software WVersion
NSX Controller 1 100.67.187.183 55 100.67.187.182 + Connected =N 6247844
controller-1
NSX Controller 2 100.67.187.184 7 100.67.187.182 + Connected @@ 6.2.47844
controfler-2
NSX Controller 2 100.67.187.185 & 100.67.187.182 + Connected = @& 6.2.47844
controlier-3 .,
J items
Figure 72 NSX controllers deployed
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11.4  Prepare host clusters for NSX

Host preparation is the process in which the NSX Manager installs NSX kernel modules on each ESXi host in
a cluster. This only needs to be done on clusters that will send and receive traffic on the NSX (virtual)
network. In this deployment example, this includes the Rack 2 Compute FC630 and Rack 3 Edge clusters.
The Rack 1 Management cluster will not be part of the virtual network.

To prepare the Compute cluster:

1. On the web client Home screen, select Networking & Security.
2. Select Installation > Host Preparation.

3. Click on the row containing Rack 2 Compute FC630 cluster. Click @Actions and click Install >

Yes.
4. When complete, the cluster's Installation Status and Firewall columns will both show a green

check mark.

Note: The VXLAN column will still indicate Not Configured. VXLAN will be configured in the next section.

Repeat steps 1-4 above for the Edge cluster.

When complete, the host preparation tab will appear similar to Figure 73.

Installation

Management | Host Preparation | Logical Metwork Preparation  Sernvice Deployments

NSX Manager: | 100.67.187.182 | |

NSX Component Installation on Hosts

{ch Actions

Clusters & Hasts Installation Status Firewsl| VHLAN

Lg IﬁRackSEdge W 6244292526 + Enabled Mat Configured
> ijack 2 Compute FCG30 v 0.2.44292526 + Enabled Mot Configured
g IﬁRacH Management Mat Installed Mot Configured Mot Configured

Figure 73 Host Preparation status

The host preparation process installs two vSphere Installation Bundles (VIBs) to each host in the cluster, esx-
vsip and esx-vxlan. This can be confirmed running the following command from an ESXi host CLI:

esxcli software vib list | grep esx-v

The command output will include esx-vsip and esx-vxlan if installed successfully:

esx-vsip 6.0.0-0.0.4249023 VMware VMwareCertified 2016-09-02
esx-vxlan 6.0.0-0.0.4249023 VMware VMwareCertified 2016-09-02
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Note: If additional hosts are later added to the prepared clusters, the required NSX components will be
automatically deployed to those hosts.

11.5  Configure clusters for VXLAN

VXLAN is configured on a per-cluster basis with each cluster mapped to a VDS. VXLAN configuration creates

a VMkernel interface on each host that serves as the software VTEP. This enables virtual network

functionality on each host in the cluster.

Before starting, plan an IP addressing scheme for the VTEPs. The number of IP addresses in the pool should
be enough to cover all ESXi hosts in the cluster participating in NSX. In this guide, VLAN 55 is used for
VXLAN traffic and the IP addressing scheme is shown in Table 9.

Table 9 VTEP IP pool addresses

Cluster Name IP Pool Name | Network Gateway IP Pool Range
Rack 2 Compute FC630 | R2 VTEP Pool |10.55.2.0/24 | 10.55.2.254 10.55.2.1-100
Rack 3 Edge R3 VTEP Pool |10.55.3.0/24 | 10.55.3.254 10.55.3.1-100

Note: The Rack 1 Management cluster is not configured because its hosts are not part of the virtual network

in this guide.

To configure the Rack 2 Compute FC630 cluster for VXLAN:

1. Goto Home > Networking & Security > Installation and select the Host Preparation tab.

2. Inthe center pane, select the Rack 2 Compute FC630 cluster. Click @Actions > Configure

VXLAN.

3. Inthe Configure VXLAN Networking dialog box:
a. Nextto Switch, ensure the correct VDS is selected (for example, Rack 2 Compute FC630 VDS).
b. Setthe VLAN to 55.
c. Leave the MTU set to 1600.
d. Nextto VMKNic IP Addressing, select Use IP Pool and select New IP Pool from the drop-down
menu. This opens the Add Static IP Pool dialog box.
i. Nextto Name, enter R2 VTEP Pool.
ii. Setthe Gateway to 10.55.2.254.

iii. Setthe Prefix Length to 24 (number of bits in the subnet mask).

iv. Fill out the DNS information if used on your network.
v. Setthe Static IP Pool to 10.55.2.1-10.55.2.100.

vi. Click OK.

4. On the Configure VXLAN Networking window, set the VMKNic Teaming Policy to Enhanced

LACP.
5. Click OK.
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It may take a few minutes for VXLAN configuration to complete. When done, the VXLAN column should
indicate Configured with a green check mark as shown in Figure 74:

Installation

Management | Host Preparation | Logical Metwork Preparation  Service Deployments

NSX Manager: | 100.67.187.182 | ~ |

N5X Component Installation on Hosts

{2 Actions

Clustess & Hosts Installation Status Firewall VIHLAN

> ﬁRack 3 Edge « 6244292526 « Enabled Mot Configured
» [Rack 2 Compute FC630 .+ 6.2.4 4292526 w Enabled
g ﬁRacH Management Mot Installed Mot Configured Mot Configured

Figure 74 VXLAN successfully configured on Rack 2 Compute FC630 cluster

Repeat steps 1-5 above for the Rack 3 Edge cluster with the following changes:

e Step 3.a. - ensure Rack 3 Edge VDS is selected.
e Step 3.d. - Replace the pool name and IP addressing as needed per Table 9.

When VXLAN configuration is complete, verify the configuration by viewing the network topology as follows:

Go to Home > Networking.

Select a VDS in a cluster configured for VXLAN, such as Rack 2 Compute FC630 VDS.

In the center pane, select Manage > Settings > Topology.

In the topology diagram, there is a new port group with the prefix vxw-vmknicPg-dvs. Itis on VLAN
55 and has one VMkernel port for each host in the cluster. Each port has an IP address from the
VTEP pool for the cluster, as shown in Figure 75.

PonhPE

&

w—umknicF’g—ms—??—E... 0

WVLAM D 55
¥ YMkernel Ports (4)
vmkd4 - 10.55.2 1

vmkd : 10.85.2.3
vmkd : 10.55.2.2
vmkd : 10.55.2.4

Yirtual Machines (0)

.

0??@
LILI LD

,

Figure 75 VXLAN VMkernel ports with VTEP IP addresses assigned
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Create a segment ID pool

VXLAN tunnels are built between VTEPs. An ESXi host is an example of a typical software VTEP. Each
VXLAN tunnel must have a segment ID, which is pulled from a segment ID pool that you create. Segment IDs
are used as VNI's. The range of valid IDs is 5000-16777215.

Note: Do not configure more than 10,000 VNIs in a single vCenter. vCenter limits the number of distributed
port groups to 10,000.

To create a segment ID pool:

On the web client Home screen, select Networking & Security > Installation and select the Logical
Network Preparation tab.

1. Click Segment ID and click the Edit button.
2. Enter a contiguous range for Segment ID pool, for example 5000-5999.
3. Leave the remaining items at their defaults, as shown in Figure 76 and click OK.

Edit Segment IDs and Multicast Address Allocation ?)

Provide a Segment ID pool and Multicast range unigue to this MSX Manager.

Segment ID poal: | BO00-5998

(In the range of 5000-16777215)

[ ] Enable Multicast addressing

Multicast addresses are required only for Hybrid and Multicast control plane modes.

oK || cancel

Figure 76 Segment ID pool dialog box

Add a transport zone

A transport zone controls which hosts a logical switch can reach. It can span one or more clusters. Transport
zones dictate which clusters and, therefore, which VMs can use a particular virtual network.

An NSX environment can contain one or more transport zones. A cluster can belong to multiple transport
zones while a logical switch can belong to only one transport zone. A single transport zone is used in this
guide for all NSX-enabled clusters.
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To create a transport zone:

1.

aprwbd

Go to Home > Networking & Security > Installation and select the Logical Network Preparation
tab.

Select Transport Zones and click the < icon.

Name the zone Transport Zone 1.

Leave Replication mode set to Unicast.
Select the clusters to add to the transport zone. Rack 2 Compute FC630 and Rack 3 Edge are

selected as shown in Figure 77:

== New Transport Zone Z)

Mame: Transport Zone 1

Description:

Replication mode: () Multicast
Muiticast on Physical network wsed for VXLAN control plane.
(=) Lnicast
VXLAN controf plane handled by N3X Controller Cluster.
() Hybrid

Optimized Unicast mode. Ofoads local traffic replication to physical network.

Select clusters that will be part ofthe Transport Zone

Mame NSX vSwitch Status
W EJ Rack3Edge &= Rack 3 Edge VDS & Mormal
v [§J Rack2Compute FC430 o= Rack2 Compute FC430VDS ¢ Mormal

OK ][ Cancel

Figure 77 Transport zone with two attached clusters

6. Click OK to create the zone.
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Table 10

Logical switch configuration

An NSX logical switch creates a broadcast domain similar to a physical switch or a VLAN. This deployment
creates four logical switches, each of which each is associated with a unique VNI. The VNI is automatically
assigned from the segment ID pool created in Section 11.6.

Logical Switch and VNI Assignment

Table 10 shows the four logical switches used in this deployment:

Logical switch name

VXLAN network ID (VNI)

Network

Used for

Transit Network 5000 172.16.0.0/24 Transit network
Web-Tier 5001 10.10.10.0/24 Web network
App-Tier 5002 10.10.20.0/24 Application network
DB-Tier 5003 10.10.30.0/24 Database network

Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0

Figure 78 shows the logical connectivity between the three logical switches used for VM traffic (Web-Tier,
App-Tier and DB-Tier), the Distributed Logical Router (DLR) and the transit logical switch. The DLR acts as
the default gateway for each VM connected to its respective logical switch and is configured in Section 11.9.
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Transit Network
Logical Switch
VNI 5000
172.16.0.0/24

172.16.0.254
Distributed Logical Router

e Control VM running on DLR
edge cluster
. Kerrjel module runs on all 1010101 1010301
ESXi hosts across all
clusters
e Default gateway for all
virtual networks shown 10.10.20.1
Web-Tier , App-Tier A DB-Tier
Logical " Logical ‘ Logical
Switch t -1 Switch Switch
VNI 5001 - = VNI 5002 VNI 5003
10.10.10.0/24 ) 10.10.20.0/24 . 10.10.30.0/24
Web- Web- App- App- DB-
VM1 VM2 VM1l VM2 VM1
Virtual Virtual Virtual Virtual Virtual
Machine Machine Machine Machine Machine
10.10.10.11 10.10.10.12 10.10.20.11 10.10.20.12 10.10.30.11

Figure 78 Logical switches and DLR topology

To deploy the four logical switches:

1. Onthe web client Home screen, select Networking & Security > Logical Switches.

. Click the " icon to add a new logical switch.
3. Inthe New Logical Switch dialog box:

a. Type the first switch name, Transit Network.

b. Nextto Transport Zone, Transport Zone 1 should already be selected. If not, click Change and
select it.

c. Leave Replication mode set to Unicast, Enable IP Discovery checked and Enable MAC
Learning unchecked.

d. Click OK.

Repeat the steps above for the remaining logical switches and substitute the proper switch name in step 3a.
Ensure that all logical switches are placed in Transport Zone 1.
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Figure 79 shows the four logical switches after creation:

Logical Switches

Segment I 1 &) Mame

5000 T Transit Network
5001 G Web-Tier

5002 sy App-Tier

5003 s DB-Tier

NSX Manager: | 17225 187182 |~ |

4+ | F X B G == | {Adions v

Status Transport Zone

& Normal == Transport Zone 1
& Mormal == Transport Zane 1
& Normal == Transpart Zane 1
& Mormal = Transport Zone 1

Hardware Ports Binding

0

0
0
0

Scope
Glabal
Global
Glabal
Global

Q
Control Flane Mode
Unicast
Unicast
Unicast
Unicast

Tenant

virtual wire tenant
virtual wire tenant
virtual wire tenant

virtual wire tenant

Figure 79 Logical switches after creation

11.9  Distributed Logical Router configuration

A Distributed Logical Router (DLR) is a virtual appliance that provides routing between VXLAN networks. It is
installed on a host in the Rack 3 Edge cluster.

Figure 78 shows the DLR's location in the virtual network. All four logical switches connect to it. Table 11

shows the DLR interface IP addresses used in this guide:

Table 11 DLR IP addressing

Interface name

IP address/Subnet prefix

Transit Network

172.16.0.254/24

Web-Tier 10.10.10.1/24
App-Tier 10.10.20.1/24
DB-Tier 10.10.30.1/24

To configure the DLR:

1. Goto Home > Networking & Security > NSX Edges and click the ®icon.
2. Inthe New NSX Edge dialog box:

a. Select Logical (Distributed) Router, provide a name (DLR1, for example). Verify that the
Deploy Edge Appliance box is checked and click Next.
b. Provide CLI credentials for the DLR, leave other values at their defaults and click Next.

c. Under NSX Edge Appliances, click the 4 icon to create an edge appliance.
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d. Inthe Add NSX Edge Appliance dialog box:

Set Cluster/Resource Pool to Rack 3 Edge and select a Datastore.
The Host and Folder fields may be left blank. The host is automatically assigned from the
cluster.

Add NSX Edge Appliance ?
Specify placement parameters for the NSX Edge appliance.
Cluster/Resource Pool: = | Rack 3 Edge -
Datastore: #| LDS 15 -
Host: -
Folder: -
0K Cancel

Figure 80 Add NSX Edge Appliance dialog box

e ~o

Vi.

Vii.

Click OK to close the Add NSX Edge Appliance dialog box and click Next.

On the Configure Interfaces page, next to Connected To, click Select.

Be sure Logical Switch is selected at the top and select Transit Network. Click OK.
To create the DLR uplink interface:

Under Configure interfaces of this NSX Edge, click the % icon to open the Add Interface
dialog box.

Name the interface Transit Network.

Set Type to Uplink.

Next to Connected To click Select.

Be sure Logical Switch is selected at the top and select Transit Network. Click OK.

Under Configure Subnets, click the = icon.
Type 172.16.0.254 for the Primary IP Address and set the Subnet Prefix Length to 24.

viii. Leave the remaining values at their defaults and click OK to close.
i. To create the DLR internal interfaces:

Vi.

Vii.

Under Configure interfaces of this NSX Edge, click the < icon to open the Add Interface
dialog box.

Name the interface Web-Tier.

Set Type to Internal.

Next to Connected To click Select.

Be sure Logical Switch is selected at the top and select Web-Tier. Click OK.

Under Configure Subnets, click the % icon.
Type 10.10.10.1 for the Primary IP Address and set the Subnet Prefix Length to 24.

viii. Leave the remaining values at their defaults and click OK.
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j- Repeat steps i-viii under letter i above to create the remaining DLR internal interfaces (App-Tier
and DB-Tier in this example). Substitute Name, Connected To and IP Address values
accordingly as Figure 81 shows:

Hew NSX Edge 2 W
+ 1 Name and description Configure interfaces
" 2 Settings
HA Interface Configuration
+~" 3 Configure deployment
Connected To: = Transit Network Change Remove
4 Configure interfaces o
5 Default gateway settings Configure interfaces of this NSX Edge
6 Ready to complete L
) P Subnet Prefix . P
Name IP Address Lo Connected To
Transit Metwork  172.16.0.254* 24 Transit Metwork
Web-Tier 10.10.10.1* 24 Web-Tier
App-Tier 10.10.20.1* 24 App-Tier
DB-Tier 10.10.30.1* 24 DB-Tier
4 3
Back Hext Cancel

Figure 81 DLR interfaces configured

k. Click Next when complete.
I.  Uncheck Configure Default Gateway and click Next.
m. Click Finish to deploy the DLR. It may take a few minutes to complete.

To validate DLR settings and status:

1. GotoHome > Networking & Security > NSX Edges.
In the center pane, double click on the DLR to open the DLR summary and management page.

3. Select Manage > Settings > Interfaces. Verify all settings are correct as shown in Figure 82. If any
changes need to be made, click the pencil icon to edit.

N
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i DLR1 | Actions +

Summary | Manage

|' Semngs| Firewall| Routing| Bridging | DHCP Relay |

“ 40 Job(s) In Progress ‘ O 0 Job(s) Failed

Configuration Configure interfaces of this NSX Edge.

P 7 = @ Q

vHIC# Mame IF Address Subnet Prefix Length Connected To Type 1w Status

2 Transit Network  172.16.0.254* 24 Transit Netwaork  Uplink v
10 Web-Tier 10.10.10.1% 24 Web-Tier Internal +
1" App-Tier 1010201 24 App-Tier Internal +
12 DB-Tier 10.10.30.1* 24 DB-Tier Internal +

Figure 82 Configured interfaces on the distributed logical router

11.9.1 Configure OSPF on the DLR

This topology uses OSPF to provide dynamic routing to the ESG. BGP can be used instead, but for this guide
OSPF was selected to provide a distinct demarcation between the physical underlay and the virtual overlay.
The ESG serves as the next-hop router in this environment and is configured in Section 13.1. The NSX
default Area 51, which is a not-so-stubby area (NSSA), will be used between the DLR and the ESG.

Configure the Router ID:

1. Goto Home > Networking & Security > NSX Edges.

2. Inthe center pane, double click on the DLR to open the DLR summary and management page.

3. Select Manage > Routing > Global Configuration. Click Edit in the Dynamic Routing
Configuration section.

4. Nextto Router ID, choose the default (Transit Network — 172.16.0.254) and click OK.

5. Click Publish Changes near the top of the screen.

Enable OSPF and configure OSPF features:

On the Routing page, select OSPF.

Click Edit at the top right corner of the window and check the Enable OSPF box.
Set the Protocol Address to 172.16.0.253.

Set the Forwarding Address to 172.16.0.254.

Leave the Enable Grateful Restart box checked and click OK.

Click Publish Changes.

oakwnNE

Note: The protocol and forwarding addresses should be from the same subnet. The protocol address is
used to form OSPF adjacencies. The forwarding address is the DLR interface IP address.
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Enable interfaces to participate in their respective OSPF areas:

Click the ¥ icon under Area to Interface Mapping.
Next to Interface, select Transit Network.

Set the Area to 51 (default).

Leave all other values at their defaults and click OK.
Click Publish Changes.

arMwDdPE

When complete, the OSPF page for the DLR should appear similar to Figure 83.

i DLR1 | Actions =

Summary | Manage |

| Settings | Firewall | Routing | Bridging | DHCP Relay |

H

OSPF Configuration : | Edit || Delete
Global Configuration
Static Routes Status - + Enabled
OSPE Protocol Address : 172.16.0.253
BGP Forwarding Address - 172.16.0.254
Route Redistribution Graceful Restart : + Enabled
Default Originate @ Disabled

Area Definitions :

%+ 7 x |Q -
Area D Type Authentication
81 NSS4 Mone

1 items

Area to Interface Mapping :

P+ 7S x Q -
Interface Area ID Hello Interval (sec...  Dead Interval {sec..  Priority Cost
Transit Metwork 51 10 40 128 1

1 items

Figure 83 OSPF configuration complete on the DLR

11.9.2 Firewall information

The DLR firewall can be accessed by going to Home > Networking & Security > NSX Edges. Double click
on the DLR and go to Manage > Firewall.

Note: Configuration of firewall rules is outside the scope of this document. For more information, refer to the
VMware NSX 6.2 Documentation Center.
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Verify NSX network functionality

In this section, a small number of virtual machines are deployed to different clusters to verify connectivity
within the NSX network.

Note: Virtual machine/guest operating system deployment steps are not included in this document. For
instructions, see the Deploying Virtual Machines section of the vSphere 6.0 online documentation. Guest
operating systems can be any supported by ESXi 6.0. Microsoft Windows Server 2012 R2 was used as the
guest operating system for each virtual machine deployed in this section.

Shared storage is required to take advantage of advanced VMware features such as DRS and HA. For
example, when creating VMs in the Rack 2 Compute FC630 cluster, use the datastore named Rack 2
Compute FC630 Vol 1 created in Section 10.6 of this guide.

Deploy virtual machines

For this example, three VMs are deployed in the Rack 2 Compute FC630 cluster. The first two represent
application servers and are named App-VM1 and App-VM2. The third represents a web server and is named
Web-VM1.

A fourth VM, App-VM3, is deployed in the Rack 3 Edge cluster to validate communication between clusters.
The added VMs are shown in Figure 84.

Note: The Rack 1 Management cluster is not configured for VXLAN traffic and therefore is not part of the
virtual network validation.

+ [ Rack 2 Compute FCE30

[ 100.67.187.63

[ 100.67.187.64

[ 100.67.187.65

[ 100.657.187.66

G App-VM1
G App-VM2
G Web-V 1

+ [ Rack 2 Edge
g 100.67.187.14
[ 100.67.187.15
g 100.67.187.16

5 DLRA-0

Figure 84 Hosts and Clusters view - virtual machines deployed
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12.2

Connect virtual wires

A virtual wire is a distributed port group that is automatically created on each VDS as logical switches are
created. The virtual wire descriptor contains the name of the logical switch and the logical switch's segment

ID.

To connect a VM to a virtual wire:

1. Goto Home > Hosts and Clusters.
2. Right click on the first VM, App-VM1 and select Edit Settings.
3. Next to the Network adapter, select the virtual wire on the App-Tier network as shown in Figure 85.

51 App-VNA1 - Edit Settings

2 »

[ Virtwal Hardware | VM Options | SDRS Rules

vApp Options ]

v [l CPU
» B lemoary

v O3 Hard disk 1

v B, SCSl controller 0

b Floppy drive 1

» [ video card

» (@) SATA controller 0
b o VMCI device

¥ Other Devices

2 BK:

5192 - (B |+
100 (e |+
LSI Logic SAS

v [BH Metwork adapter 1 | VI Metwork
RZ Compute FCE30 viMotion (Rack 2 Compute FCE30 VD3)
wow-dvs-7 F-virtualwire-1-sid-5000-Transit Metwork (Rack 2 Compute FCE30 VD S)
wiow-dvs-7 F-virtualwire-2-sid-5001-Web-Tier (Rack 2 Compute FCE30 VD3)
viw-dvs- 7 Fvirtualwire-3-sid-5002-App-Tier (Rack 2 Compute FCE630 VDS)
vow-dvs-7 7-virtualwire-d4-sid-5003-0DB-Tier (Rack 2 Compute FCE30 VD3)

wvitw-vmknicPg-dvs-77-55-a838767b-483b-4802-baaZ-06cdf0120c28 (Rack 2 Con

Show more networks.

| v.| [+ connect...

Figure 85 Virtual wire on App-Tier network selected

Repeat steps 1-3 for remaining VMs to be placed on the App-Tier segment (App-VM2 and App-VM3 in this

example.)

Repeat for the VM named Web-VM1, except select the virtual wire on the Web-Tier segment in step 3.
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12.3  Configure networking in the guest OS

Power on the virtual machines. Log in to a guest OS by right clicking on the VM and selecting Open Console.
Use the normal procedure in the guest OS to configure networking.

Using the virtual networking IP address scheme covered in Section 11.8, the IP addresses, subnet masks and
gateway are configured on each VM per Table 12. The gateway addresses are the DLR internal interfaces.

Table 12  Virtual machine IP addressing

Virtual Machine | Cluster IP Address Gateway

Web-VM1 Rack 2 Compute FC630 10.10.10.11/24 10.10.10.1
App-VM1 Rack 2 Compute FC630 10.10.20.11/24 10.10.20.1
App-VM2 Rack 2 Compute FC630 10.10.20.12/24 10.10.20.1
App-VM3 Rack 3 Edge 10.10.20.13/24 10.10.20.1

12.4  Test connectivity

Note: Guest operating system firewalls may need to be temporarily disabled or modified to allow responses
to ICMP ping requests for this test. By default, the firewall settings on the DLR allow this type of internal
traffic.

Within the source guest operating system, ping the destination VMs using Table 13 as a guide. Successful
pings validate the segment tested is configured properly.

Table 13  Test examples to validate connectivity

Source Destination | Validates

App-VM1 App-VM2 Connectivity within the cluster on same segment.
App-VM1 App-VM3 Connectivity between clusters on the same segment.
App-VM1 Web-VM1 Connectivity within the cluster on different segments.
Web-VM1 App-VM3 Connectivity between clusters on different segments.

Note: The 2nd test in Table 13 (App-VML1 to App-VM3) is a good example of virtual layer 2 (switched) traffic
over a physical layer 3 (routed) network. Both VMs are on the 10.10.20.0/24 virtual network but they are
physically located on ESXi hosts in different racks. Therefore, traffic between these VMs is routed through
the spine switches in the physical network.
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Communicate outside the virtual network

In most cases, some virtual machines on the NSX network need to communicate with machines on external
traditional networks. Two devices designed to handle this traffic are Edge Services Gateways (ESGs) and
hardware VTEPSs.

For communication between systems on virtual and physical networks, Dell EMC recommends using an ESG
for north-south traffic entering and leaving the data center and a hardware VTEP for east-west traffic within
the data center.

Edge Services Gateway

An ESG is an NSX virtual appliance similar to a DLR. Dell EMC recommends using an ESG to handle north-
south traffic between the data center's virtual network and the WAN or network core. This allows the
administrator to take advantage of additional features provided by the ESG, such as load balancing and VPN
services.

The physical topology for the edge cluster is shown in Figure 86. The edge cluster contains the DLR and ESG
virtual appliances.

To Core/WAN

Edge Cluster

NSX, vSAN, vMotion Traffic
e N O rth/South Traffic
Management (iDRAC and ESXi)
s PoiNt-to-Point Interfaces

Management Network
O
—
e

<
<

Figure 86 Rack 3 Edge Cluster physical topology
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In Figure 86, the yellow connections leading into the edge cluster represent two 10GbE NICs per host, with
each pair configured as a port channel. These connections handle NSX and vMotion traffic within the leaf-
spine network.

The blue links are in a separate port channel that handles north and southbound traffic. Leaf switches 5 and 6
use OSPF to create an adjacency with the ESG virtual machine. Leaf switch edge configuration was covered
in Section 6.3.1.

Add a distributed port group

Before deploying an ESG, an additional, VLAN-backed, distributed port group needs to be created on the
edge cluster VDS. This additional port group handles all north and southbound traffic between the NSX
environment and the network core or WAN.

Note: VLAN 66 was configured on Leaf 5 and Leaf 6 in Section 6.3.1.

To create the port group:

1. Inthe web client, go to Home > Networking.
2. Rightclick on Rack 3 Edge VDS. Select Distributed Port Group > New Distributed Port Group.
3. Inthe New Distributed Port Group wizard:

a. Provide the name R3 Edge VLAN 66 and click Next.

b. Onthe Configure Settings page, set VLAN type to VLAN and set the VLAN ID to 66.

c. Click Next > Finish.

This creates the port group named R3 Edge VLAN 66.

Create second LACP LAG

On the Rack 3 Edge VDS, two LAGs are needed as shown in Figure 86 above. One is for traffic within the
data center shown in yellow (lagl, created earlier in Section 9.3) and one for edge traffic to the WAN/network
Core shown in blue (lag2-edge, to be created here).

To configure the edge LAG on Rack 3 Edge VDS:

Go to Home > Networking.
In the Navigator pane, select Rack 3 Edge VDS.
In the center pane, select Manage > Settings > LACP.

On the LACP page, click the = icon. The New Link Aggregation Group (LAG) dialog box opens.
Set the Name to lag2-edge.

Set the Number of ports equal to the number of physical uplinks in the LAG on each ESXi host. In
this deployment, R630 hosts use two links for the edge LAG so this number is set to 2.

7. Setthe Mode to Active. The remaining fields can be set to their default values as shown in Figure
87.

ogA Wb
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New Link Agaregation Group (7]
Mame: IIagE—edge| I
Number of ports: 2 =
Mode: [ Active [~ ]
Load balancing mode: | Source and destination IP address, TCRIUDP port and WLAN | A |
Port policies
You can apply VLAN and MetFlow policies on individual LAGSs within the same uplink port group.
Unless overridden, the policies defined at uplink port group level will be applied.
WLAM type: Override | VLAN trunking v
VLAM trunk range: 0-4084
MetFlow: Override
[ OK ] [ Cancel ]

Figure 87 Lag2-edge configuration

8. Click OK to close the dialog box. This creates lag2-edge on the VDS.

The refresh icon () at the top of the screen may need to be clicked for the lag to appear in the table as

shown in Figure 88.

o= Rack 3Edge VDS Actions =

Getting Started  Summary  Monitor | Manage ! Related Objects

Seffings | Alarm Definitions | Tags I Permissions | Network Protocol Profiles | Ports | Resource Allocation |

The enhanced LACP support on a vSphere distributed swilch lets you connect ES|

i LACP
Properties
Topology using dynamic link aggregation
LACP Migrating network traffic to LAGS
Private VLAN +
NetFlow LAG Name Port Mode VLAM
Port mirroring lag1 2 Adive __Inhert

gd from yplink port group
Heailth check Eag?—edge 2 Active Inherited from uplink port group

Figure 88 Lag2-edge created on Rack 3 Edge VDS
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13.1.3  Assign uplinks to the second LAG

Note: Before starting this section, be sure you know the vmnic-to-physical adapter mapping for each host.
This can be determined by going to Home > Hosts and Clusters and selecting the host in the Navigator
pane. In the center pane select Manage > Networking > Physical adapters. These are the vmnics
connected to port channels 12, 14 and 16 on Leaf Switches 5 and 6.

To assign uplinks to lag2-edge:

1. Goto Home > Networking.
2. Rightclick on Rack 3 Edge VDS and select Add and Manage Hosts.
3. Inthe Add and Manage Hosts dialog box:
a. Onthe Select task page, make sure Manage host networking is selected. Click Next.

b. On the Select hosts page, click the + Attached hosts icon. Select all hosts in the Rack 3 Edge
cluster. Click OK > Next.

c. Onthe Select network adapters tasks page, be sure the Manage physical adapters box is
checked. Be sure all other boxes are unchecked. Click Next.

d. Onthe Manage physical network adapters page, each host is listed with its vmnics beneath it.
i, Select the first vmnic on the first host and click 18 Assign uplink
ii. Selectlag2-edge-0> OK.
iii. Select the second vmnic on the first host and click &8 Assign uplink
iv. Selectlag2-edge-1 > OK.

e. Repeat steps i — iv for the remaining hosts. Click Next when done.

f.  Onthe Analyze impact page, Overall impact status should indicate @ Mo impact

g. Click Next > Finish.

When complete, the Manage > Settings > Topology page for Rack 3 Edge VDS should look similar to
Figure 89.
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== Rack 3 Edge VD5 Actions -
Summary  Monitor | Manage | Related Objects
lSetﬁngs ‘ Alarm Definitions ‘ Tags | Permissions ‘ Metwoark Protocol Profiles | Parts | Resource Allocation]
X 20 = 0 | (ovenview) | - |8 Q
Properties
Topology 2. R3 Edge VLAN 66 0| % | (v Rack3EdgevDS-DVUplinks.. @
LACP VLAN ID: 68 — Uplink 1 (0 NIC Adapters)
Private VLAN Virtual Machines (0) I Uplink 2 (0 NIC Adapters)
. [— il Uplink 3 (0 NIC Adapters)
HetFlow & R3 Edge vlotion Li IR Uplink 4 (0 NIC Adapters)
Port mirroring :fbm;a:jims . || ] ;.é lag e
Health check lag2-edge ™
Virtual Machines (0) v 5 adeed o
JL = 100.67.187.15
2 wow-dvs-7Ovirtualwire-1... € i vmnic1 lag2-edge-0 [ ]
VLAN ID- 55 LA vmnich lag2-edge-1 (5 ]
» Virtual Machines (1) [ 100.67.187.16
- 4 i1 vmnic2 lag2-edge-0 (5 ]
a2 wow-dvs-T9virtualwire-2... @] |% - ymnic3 lag2-edge-1 o
WLAN ID: 55 — @ 10067 187 14
Virtual Machines (0) ]~ vmnic1 lag2-edge-0 1]
p g — il vmnics lag2-edge-1 o
[& wow-dvs-T9-virtualwire-3._ ﬁ] ‘ .l > J /

Figure 89 Lag2-edge configured on Rack 3 Edge VDS

This configuration brings up the edge LAGs (port channels 12, 14 and 16) on the upstream switches. This can
be confirmed by running the show vIt detail command on the upstream switches (Leaf 5 and Leaf 6).

The Local and Peer Status columns indicate UP for all port channels.

Leaf-5#show vit detail
Local LAG Id Peer LAG Id Local Status Peer Status Active VLANs

2 2 UpP UpP 1, 22, 55
4 4 up up 1, 22, 55
6 6 UP UP 1, 22, 55
12 12 UP UpP 1, 66
14 14 up upP 1, 66
16 16 up upP 1, 66
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13.1.4 Configure port groups for teaming and failover

127

1. Onthe web client Home screen, select Networking.
2. Rightclick on Rack 3 Edge VDS. Select Distributed Port Group > Manage Distributed Port
Groups.
3. Select the Teaming and failover checkbox. Click Next.
4. Click Select distributed port groups.
5. Check the box next to the R3 Edge VLAN 66 port group. Click OK > Next.
6. Onthe Teaming and failover page, move lag2-edge up to the Active uplinks section. Move
Uplinks 1-4 down to the Unused uplinks section as shown in Figure 90.
% Rack 3 Edge VDS - Manage Distributed Port Groups () »
+ 1 Select port group policies Teaming and failover -

Controls load balancing, network failure detection, switches notification, failback, and uplink failover order.
+ 2 Select port groups

3 Configure policies

Load balancing: | Route based on originating virtual port | A | i ]
2 AT 26 E R Network failure detection: | Link status only [+ ]
4 Ready to complete Motify switches: | Yes |~ |
Failback: [ Yes [~]

Failover order

A

Active uplinks
lg lag2-edge

Standby uplinks

Unused uplinks
Uplink 1
Uplink 2
Uplink 3
Uplink 4
lg lagi

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above. =
“ i »

Back Next Cancel

Figure 90 Rack 3 Edge VDS teaming and failover settings

7. Click Next > Finish.
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13.1.5 Deploy the Edge Services Gateway
Now that layer 2 connectivity between the edge cluster and the two leaf switches has been established, the
ESG appliance is added and configured.

To deploy the ESG:

1. Goto Home > Networking & Security > NSX Edges and click the ®icon.
2. Inthe New NSX Edge dialog box:
a. Select Edge Services Gateway and name it ESG.
b. Verify the Deploy NSX Edge box is checked and click Next.
c. Provide CLI credentials for the ESG, leave other settings at defaults and click Next.
d. Nextto Appliance Size, select a size. Large is selected for this guide.

Note: See System Reguirements for NSX for ESG sizing specifications.

e. Click the ® icon to create an edge appliance
f. Inthe Add NSX Edge Appliance dialog box:
i. SetCluster/Resource Pool to Rack 3 Edge and select a Datastore.
i. The Host and Folder fields may be left blank. The host is automatically assigned from the
cluster. Click OK > Next.

Add NSX Edge Appliance ?)
Specify placement parameters for the NSX Edge appliance.
Cluster’/Resource Pool: = | Rack 3 Edge | |
Datastore: #| LDS 16 B
Haost | | |
Folder: | | |
| ok || cancel

Figure 91 Add NSX edge appliance dialog box

g. Onthe Configure Interfaces page, click the % icon to open the Add NSX Edge Interface
dialog box.
i. Name the interface Edge VLAN 66
ii. SetType to Uplink
ii. Nextto Connected To, click Select.
iv. Be sure Distributed Portgroup is selected at the top and select R3 Edge VLAN 66. Click
OK.

v. Click the % icon above Primary IP Address.
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vi. Enter 10.66.3.1 for the Primary IP Address and set the Subnet Prefix Length to 24.
vii. Leave the remaining values at their defaults and click OK to close.

h. Click the " icon to open the Add NSX Edge Interface dialog box again.
i. Name the interface Transit Network.
ii. SetType to Internal
iii. Nextto Connected To, click Select.
iv. Be sure Logical Switch is selected and select Transit Network (5000). Click OK.

v. Click the % icon above Primary IP Address.
vi. Type 172.16.0.1 for the Primary IP Address and set the Subnet Prefix Length to 24.
vii. Leave the remaining values at their defaults and click OK > Next.

i. Uncheck Configure Default Gateway and click Next.

j. Leave Configure Firewall default policy unchecked and click Next.

k. Click Finish to deploy the ESG. It may take a few minutes to complete.

To validate ESG settings:

1. GotoHome > Networking & Security > NSX Edges.
2. Inthe center pane, double click on the ESG to open the ESG summary and management page.
3. Select Manage > Settings > Interfaces. Verify settings are correct as shown in Figure 92.

i ESG | Actions v

Summary  Monitor | Manage

|' Setting5| Firewall | DHCF'| NF\T| Routing| Load Balancer | VPN | SSLVPN-Plus | Grouping Objects |

“« |-I:.-[JJob[s}In Progress ‘ €» 0 Job(s) Failed

Configuration Configure interfaces of this NSX Edge.

F n v {5k Actions qQ

Certificates
wMNIC# 1 a Name IP Address Subnet Prefix Length  Connected To Type Status
0 Edge VLAM 66 10.66.3.1* 24 R3 Edge VLAM 66  Uplink v
1 Transit Metwork 172.16.0.1* 24 Transit Metwork Internal v

Figure 92 Configured interfaces on the ESG
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13.1.6  Configure OSPF on the ESG

Configuring OSPF on the ESG enables the ESG to learn and advertise routes from the core network/WAN
upstream. This deployment defines two tasks for OSPF participation. The first task defines Area 0 and
creates route adjacencies to the two leaf switches, Leaf 5 and Leaf 6. The second task adds the NSX default
Area 51 for use between the ESG and DLR.

Configure the Router ID:

1. Goto Home > Networking & Security > NSX Edges.

2. Inthe center pane, double click on the ESG to open the ESG summary and management page.
Select Manage > Routing > Global Configuration. Next to Dynamic Routing Configuration click
Edit.

4. Nextto Router ID, keep the default, Edge VLAN 66 — 10.66.3.1 and click OK.

5. Click Publish Changes near the top of the screen

w

Enable OSPF:

1. Onthe Routing tab, select OSPF.

2. Nextto OSPF Configuration, click Edit.

3. Check the Enable OSPF box and leave the Enable Grateful Restart box checked. Click OK.
4. Click Publish Changes.

Enable interfaces to participate in their respective OSPF areas:

Click the ¥ icon under Area to Interface Mapping.
Next to VNIC, select Edge VLAN 66.

Set the Areato 0.

Leave all other values at their defaults and click OK.

Click the " icon under Area to Interface Mapping.
Next to VNIC, select Transit Network.

Set the Area to 51 (default).

Leave all other values at their defaults and click OK.
Click Publish Changes.

©CoOoNo g ~wNE
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When complete, the OSPF page for the ESG should be similar to Figure 93. Two interfaces are mapped to
two separate OSPF areas. The external interface is mapped to Area 0 and the internal interface is mapped to
Area 51.

E ESG = Actions =

Summary  Monitor | Manage

[ setings | Firewall | DHCP | NAT| Routing | Load Balancer ‘ VEN | SSL VPN-PIUS | Grouping Objects

“

OSPF Configuration : [ Edt || Delete
Global Configuration
Static Routes Status : + Enabled
OSPF Graceful Restart : +° Enabled
BGP Default Originate @ Disabled

Route Redistribution
Area Definitions :

¥ 7 x Q v

Area 1D Type Authentication

51 NSSA Naong -

0 MNormal Nong -
2 items

Area to Interface Mapping :

P/ x Q -

wNIC Area ID Hello Interval (seconds)  Dead Intervel {seconds) | Pricrity Cost

Edge VLAM 66 0 10 40 128 1

Transit Metwork 51 10 40 128 1 -
2 items

Figure 93 ESG OSPF configuration complete

At this point, all OSPF area 0 adjacencies are established. Run the command show ip ospf neighbor on
leaf switches 5 and 6 to validate this.

Leaf-5#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface Area
10.66.3.1 128 FULL/DR 00:00:38 10.66.3.1 V1 66 0
10.66.3.253 1 FULL/DROTHER 00:00:30 10.66.3.253 VIl 66 0

13.1.7 High Availability configuration

Note: For more information, see the NSX Edge High Availability section of the VMware NSX 6.2
documentation.

Enabling HA deploys a backup copy of the ESG (as an additional VM) to another host in the Edge Cluster to
act as a standby ESG. The standby provides backup in case of a failure with the active ESG.

To enable HA for the ESG:

1. Goto Home > Networking & Security > NSX Edges.
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2. Inthe center pane, double click on the ESG to open the ESG summary and management page.
Select Manage > Settings > Configuration.
4. Nextto HA Configuration, click Change.

a. Inthe Change HA configuration box, set HA Status to Enable.

b. Setthe vNIC to Transit Network.

c. Leave the remaining values at their defaults and click OK.

w

After a few minutes, the standby ESG is deployed. The ESG Configuration page appears similar to Figure
94. ESG-0 (Active) and ESG-1 are shown with Deployed status. It may take a few minutes for (Active) to
appear next to ESG-0.

" ESG | Actions v

Summary  Monitor | Manage

\'Semngs| Firewall | DHCF'| NAT| Routing | Load EIaIancer|VF'N | SSLVF‘N-F’Ius| Grouping Objects |

"

Details: {ch Action | | Status last updated on: Thursday, October 13, 2016 11:11:27 AM &
Interfaces
Size: Large DHCP Mot Configured -
Certificates
Host Name: NSX-edge-3 NAT Mot Configured
Auto generate rules:  Enabled | High Availability up I
Syslog servers: Change Load Balancer Down
SSLVPM-Plus Mot Configured
Server 1:
DS Mot Configured
Server 2: B
HA Configuration: Change DNS Configuration: Change
HA Status: Enabled DNS Server 1:
WMNIC: 1 DNS Server 2:
Declare Dead Time: 15 Cache Size: 16
Logging: Disabled Logging: Disabled
Log level: Info Log level: Info

NSX Edge Appliances:
s x Q -

Name Status Host Datastore Folder Resgurce Pool

ESG-0 (Active) Deployed Rack 3 Edge VSAN Rack 3 Edge
ESG-1 Deployed Rack 3 Edge VSAN Rack 3 Edge

2 items

Figure 94 ESG high availability enabled with shared storage

Note: The Datastore shown in Figure 94 is shared storage (named Rack 3 Edge VSAN). If shared storage,
e.g. a VSAN or SAN, is not configured on the edge cluster, ESG-1 will be deployed to the same local
datastore (and same ESXi host) as ESG-0. In this case, for fault tolerance, move ESG-1's local datastore
and host as follows: Click on ESG-1 and click the pencil icon. Leave the Datacenter and Cluster selections
as is. Change Datastore to a different local datastore in the edge cluster (the new host is automatically
selected). Click OK. After a few minutes, ESG-1 will be migrated to the new datastore and host.
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North-south access has been established using OSPF as the dynamic routing protocol. Figure 95 illustrates

this configuration.

Physical Edge Routers

e S4048-ON Leaf switches 5
and 6

e Participate in OSPF Area 0

e Provide north-south
connectivity to core/WAN

OSPF Area 0

To Core/WAN

e Adjacency between both

VLAN 66 10.66.3.0/24

leaf switches and ESG

NSX Edge Service Gateway
(Active)

e Exists on Edge hosts
Anti-affinity for HA

OSPF Area 0

OSPF Area 51 NSSA

HA Enabled

OSPF Area 51 (NSSA)

o Default area for NSX

* Adjacency between ESG
and DLR

Distributed Logical Router

e Control VM running on
edge cluster

e Kernel module runs on all
ESXi hosts across all
clusters

e Participates in NSSA 51

e Default gateway for all
logical interfaces

Web Tier
Logical Switch
VNI 5001
10.10.10.0/24

I
\ Transit Logical Switch

_-“10.66.3.1

VNI 5000
172.16.0.0/24

10.10.10.1

10.10.20.1

App Tier
Logical Switch
VNI 5002
10.10.20.0/24

Figure 95 Logical overview of NSX edge

DLR
10.10.30.1

E NSX Edge Service
Gateway (Standby)
e Takes overin event
\ of ESG failure
172.16.0.1

DB Tier Logical

Switch

VNI 5003
10.10.30.0/24

Note: Extending leaf switches 5 and 6 to the network core or WAN is outside the scope of this document.
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13.1.8

13.1.8.1

13.1.8.2

ESG validation

Commands and output

Access the ESG console by going to Hosts & Clusters, right clicking on the active ESG VM (ESG-0) and
selecting Open Console. Login using the credentials specified when the ESG was created in Section 13.1.5
(default user name is admin).

Basic troubleshooting commands and output run from the ESG CLI are as follows:

NSX-edge-3-0> traceroute 10.10.10.11 < IP address of Web-VM1
traceroute to 10.10.10.11 (10.10.10-11), 30 hops max, 60 byte packets
1 172.16.0.254 (172.16.0.254) 0.059 ms 1002.063 ms 1002.069 ms

2 10.10.10.11 (10.10.10.11) 0.534 ms * *

NSX-edge-3-0> show ip route

Codes: O - OSPF derived, i - I1S-1S derived, B - BGP derived,

C - connected, S - static, L1 - 1S-IS level-1, L2 - IS-1IS level-2,

IA - OSPF inter area, E1 - OSPF external type 1, E2 - OSPF external type 2,
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

Total number of routes: 7

0 N2 10.10.10.0/24 [110/1] via 172.16.0.254  €Web-Tier Network
0 N2 10.10.20.0/24 [110/1] via 172.16.0.254  €App-Tier Network
0 N2 10.10.30.0/24 [110/1] via 172.16.0.254  €DB-Tier Network
C 10.66.3.0/24 [0/0] via 10.66.3.1

C 169.254.1.0/30 [0/0] via 169.254.1.1

C 172.16.0.0/24 [0/0] via 172.16.0.1

NSX-edge-3-0> show ip ospf neighbors

Neighbor ID Priority Address Dead Time State Interface
10.66.3.252 €Lleaf5 1 10.66.3.252 31 Ful 1/BDR vNic_0
10.66.3.253 €Leaf6 1 10.66.3.253 34 Ful 1I/DROTHER vNic_0
172.16.0.254 €<DLR 128 172.16.0.253 39 Full/DR vNic_1

Traffic test

Note: The ESG Firewall denies external traffic by default and must be configured or temporarily disabled for
traffic to pass. Access the ESG firewall by going to Home > Networking & Security > NSX Edges. Double-
click on the ESG and go to Manage > Firewall.

To validate functionality of the ESG, send traffic between a system on the network core/WAN network and the
VMs on the NSX network.
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For a simplified test, a compute node (running a Windows OS in this example) with an IP address 8.0.0.1/24
and gateway set to 8.0.0.2 is directly connected to Leaf 6, port tengigabitethernet 1/48. The following
configuration is added to Leaf 6:

interface TenGigabitEthernet 1/48
description To Compute Node

ip address 8.0.0.2/24

no shutdown

exit

router ospf 1
network 8.0.0.0/24 area O

Provided the compute node, ESG and VM firewalls are properly configured, the VMs can now be pinged from
the compute node connected to the leaf switch.

The compute node at 8.0.0.1 pings Web-VM1 at 10.10.10.11 as follows:

C:\Windows\system32>ping 10.10.10.11

Pinging 10.10.10.11 with 32 bytes of data:
Reply from 10.10.10.11: bytes=32 time<lims TTL=124
Reply from 10.10.10.11: bytes=32 time<lims TTL=124

A trace route command issued from the compute node at 8.0.0.1 to Web-VM1 at 10.10.10.11 returns the
following:

C:\Windows\system32>tracert 10.10.10.11

Tracing route to WIN-U3U892VR11J [10.10.10.11]
over a maximum of 30 hops:

1 <l ms <l ms <lms 8.0.0.2 €Leaf 6

2 <l ms <l ms <lms 10.66.3.1 €<ESG

3 <l ms <l ms <l ms 172.16.0.254 <DLR

4 1 ms <1l ms <l ms WIN-U3U892VR11J [10.10.10.11] <Web-VM1

Trace complete.
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13.2 Hardware VTEP

For communication between systems on virtual and physical networks within the data center (east-west
traffic), a hardware VTEP provides the best performance. It is not considered a best practice to use an ESG
for east-west traffic within the data center's leaf-spine network; it can become a bottleneck under heavy loads.

Note: The hardware VTEP feature requires an NSX for vSphere Enterprise license.

The switch acting as the hardware VTEP must support VXLAN, such as Dell Networking S4048-ON or
S6000-ON switches. This guide uses an S4048-ON.

The hardware VTEP connects upstream to the same two spine switches used in the NSX network. This
enables communication between the virtual and physical networks. The added hardware VTEP and physical
server are outlined in red in Figure 96:

Data Center
Physical Network

S4048-ON kY
Hardware VTEP Mijg]
Rack 2 Te 1/48
FN410S-A1 wir  FN410S-A2
10.77.4.1

10 GbE
Physical Server

B&E Racks 1 and 3 (management and edge

FC630-3 clusters) not shown for clarity

[

(%]

= 10GbE
@) FC630-1
o

M App- [ | |
O VM1 10GbE
L 107742 FC630-2
9

o}

o

&

o)

@]

]|
10GbE
FC630-4

FX2s Chassis
Figure 96 Hardware VTEP and physical server location in leaf-spine network

Note: Interface tengigabitethernet 1/48 is connected to a single server in this example. Any available
interfaces on the hardware VTEP may be configured and connected to physical servers as needed.
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13.2.1 Configure additional connections on spine switches

Note: These configuration steps are in addition to the spine switch configurations provided in the
attachments named spinel.txt and spine2.txt.

On each spine switch, BGP and an additional interface, fortyGigE 1/7/1, are configured to connect to the
hardware VTEP as shown in the following two sections.

13.2.1.1 Spine 1 — additional configuration steps

enable
configure

stack-unit 1 port 7 portmode single speed 40G no-confirm

interface fortyGigE 1/7/1
description To HW VTEP fol/49
ip address 192.168.1.12/31
mtu 9216

no shutdown

router bgp 64601

neighbor 192.168.1.13 remote-as 64707
neighbor 192.168.1.13 peer-group spine-leaf
neighbor 192.168.1.13 no shutdown

ecmp-group 1
interface fortyGigE 1/7/1

end
write

13.2.1.2 Spine 2 — additional configuration steps

enable
configure

stack-unit 1 port 7 portmode single speed 40G no-confirm

interface fortyGigE 1/7/1
description To HW VTEP fol/50
ip address 192.168.2.12/31
mtu 9216

no shutdown

router bgp 64602
neighbor 192.168.2.13 remote-as 64707
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neighbor 192.168.2.13 peer-group spine-leaf
neighbor 192.168.2.13 no shutdown

ecmp-group 1
interface fortyGigE 1/7/1

end
write

13.2.2 Configure the hardware VTEP and connect to NSX

Note: The S4048-ON starts at its factory default settings. To reset to factory defaults, see Section 6.1. The
switch configuration is provided in the hw-vtep.txt attachment.

Initial configuration involves setting the hostname, enabling LLDP and configuring the management interface
and default gateway as follows:

enable

configure

hostname HW-VTEP

protocol Ildp

advertise management-tlv management-address system-description system-name
advertise interface-port-desc

interface ManagementEthernet 1/1

ip address 100.67.187.36/24

no shutdown

management route 0.0.0.0/0 100.67.187.254

Next, configure the upstream layer 3 interfaces connected to the spines. Configure a loopback interface as
the router ID for BGP. Complete these actions as follows:

interface fortyGigE 1/49
description To Spine-1

ip address 192.168.1.13/31
mtu 9216

no shutdown

interface fortyGigE 1/50
description To Spine-2

ip address 192.168.2.13/31
mtu 9216

no shutdown

interface loopback 0
description Router 1D
ip address 10.0.2.7/32
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Enable the BGP processes to allow routing to the IP fabric. Additionally, create an IP prefix and route map to
automatically redistribute all leaf subnets and loopback addresses from the leaf and spine switches as
follows:

route-map spine-leaf permit 10
match ip address spine-leaf

ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks
seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24

router bgp 64707

bgp bestpath as-path multipath-relax
maximum-paths ebgp 64

redistribute connected route-map spine-leaf
bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1
neighbor spine-leaf no shutdown

neighbor 192.168.1.12 remote-as 64601
neighbor 192.168.1.12 peer-group spine-leaf
neighbor 192.168.1.12 no shutdown

neighbor 192.168.2.12 remote-as 64602
neighbor 192.168.2.12 peer-group spine-leaf
neighbor 192.168.2.12 no shutdown

Create an ECMP group and include the interfaces to the two spine switches as follows:

ecmp-group 1

interface fortyGigE 1/49
interface fortyGigE 1/50
link-bundle-monitor enable

Enable the VXLAN feature and BFD. Create a loopback interface and assign an address to be used as the
HW VTEP address as follows:

feature vxlan
bfd enable

interface Loopback 77

ip address 10.77.4.254/32
no shutdown
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Create a VXLAN instance. The gateway address is the hardware VTEP address (same address as loopback
77 above). For controller 1, use the IP address of NSX Controller 1.

Note: NSX controller addresses can be determined in the web client by going to Home > Networking &
Security > Installation > Management.

vxlan-instance 1

gateway-ip 10.77.4.254

fail-mode secure

controller 1 100.67.187.183 port 6640 ssl
no shutdown

Configure an interface connected to a physical server and place it in the VXLAN instance as follows:

interface te 1/48

description To Physical Server
vxlan-instance 1

no shutdown

end
write

Create a secure management connection between the S4048-ON and VMware NSX by generating a
certificate on the switch:

HW-VTEP#crypto cert generate self-signed cert-file flash://vtep-cert.pem key-
file flash://vtep-privkey.pem

Generating self signed certificate. This might take a few minutes.
rr1rr1r1rrrrprrrrrrirrrirrrirrrirrrirrrirrorrporrrpuntnl

rrirrirrirrirrirrirrirrirrirrirurionuynl
Certificate generated successfully.
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View the certificate from the CLI by running the following command:
HW-VTEP#show File flash://vtep-cert.pem

M1 1DmTCCA0GgAw I BAg I CAKswDQYJKoZ IhveNAQEFBQAWT j ELMAKGALUEBhMCVVMx
Hj AcBgNVBAMMFV IXODdVMzAtUzQWNDgtUjMtVGISMj ENMASGALUECGWERGVSbDEY
MBYGALUECWWPRGVsbCBOZXR3b3JraW5nMREwDwWYDVQQHDAhTQU4gSm9zZTETMBEG
ALUECAWKQ2FsaWzZvcm5pYTAeFwOXN j ASMDMxNzMOMzhaFwOyN j ASMDExXNzMOMzha
MH4xCzAJBgNVBAYTAIVTMR4wWHAYDVQQDDBVSMTg3VTMwWLVMOMDQ4LVI1ZLVRVU]j Ix
DTALBgNVBAOMBER IbGwxGDAWBgNVBASMDOR 1bGwgTmV0d29ya2 luZzERMASGALUE
Bww IUOFO 1 Epvc2UxXEzARBgNVBAgMCKNhbG Imb3JuaWEwggE iMAOGCSqGS I1b3DQEB
AQUAA4 1BDWAWggEKAO0 IBAQC+DF9SOVHVbUVOZuxY5r08nEgxXiUXYmJCyzhIWO6 1
LHYs3UBO/dFAgqdxPh8ddRNLOzGXNoAYTUIQ6Ye loud6xKgriWLCAWICbk2QIuiVn
5DeuvmbDt4JCssSzUj5)CCeX7sdjy3CVhzmL+pHUy1+FDDIyVi9cs5KapOgHHRDI
MDt0OZCFp9q8hdpmT6xTMtD2/M17DaUrmymGNNWh3xt+YewkYOBvJuydR2czUosRy
qCUhy 1 IRcB+RhF1sdD9kKTqg 1 INGE70uxG90na94+KuofOVFcZho3dHSp 1Uv1fhNz
Q307EFJII 1 pFufsxdRZWFhroMtpJka9QxplGWCV j rPnkPAgMBAAGj I TAFMBOGAL1Ud
DgQWBBTaOaPuXmtLDTJIVv++VYBiQr9gHCTANBgkghk i GOWOBAQUFAAOCAQEAO9GD
DFfiplcOfi+/L011V63x6eXuVaLplSPAyrgAlxFbepj7sHWWGe2UZ ixmEEhSmY9of
+AkgXY4sC1CAGQER4EaokF3FWO0j/n350nNKeXY/78CkJIx+1p60gDODATe7/L5Ew+
OGhXDVCr 15y2Cw4sZ3gYoVXgQasAv8QGRU7tBV67ezdTu6Ur55D10F+PpHpY8DI1
TGjdTbzpN9OHpZyFDoBaQbXgpuW9r i VS8XNU j/M4sPTm81p4Gdggivi IMo4CR/6Z
i 1lwhD2 1++gm+VJa0xVnUT1lnmjKnpX/YHxpdHvsVxs1ZLdh7uMfGhESTsrvpxgZTX
91Esmi 3+H+04FW2FGQ==

Copy the certificate output above including the BEGIN and END CERTIFICATE statements.

1. Inthe web client, go to Home > Networking & Security > Service Definitions > Hardware Devices

and click the "'icon.
2. Inthe Edit Hardware Device box:
a. Nextto Name, enter Hardware VTEP.

b. Inthe Certificate box, paste the certificate output from the S4048-ON as shown in Figure 97.

Edit Hardware Device ?Ix
Mame: # | Hardware VTEF
Description
Certificate: +ARQXY45C1C4GAERAEa0kFIFWD) -

n3sonMKexY78Cklx+pa0gDODATeT/ILEEW+
OGhXDWCrSy2CwdsZ3gYovXglasavBQGRUTE
BYE7ezdTuBUra50I0OH+PpHpYEDI1
fGjdThzpMNA0HpZyFDoBaQbXgpuWorivSExMUjl
WM4sPTm81pdGdggivilMod4CRIGZ
iTwhD2l++gm+VJal:nUf nmjknpx!
YHxpdHvsVxs 1ZLdh7uMiGhEsTsrvprgl T
AIEsmMi3+H+04FW2FGQ==

—EMND CERTIFICATE— =

/| Enable BFD

0K Cancel

L i )

Figure 97 Creating a Hardware Device in VMware NSX
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c. Leave the Enable BFD box checked and click OK.

After a minute or two, the following output is logged on the S4048-ON:

Jan 30 19:42:41: %STKUNIT1-M:CP %OVSDBSVR-5-SESSION_CONNECTED: Instance 1
session 100.67.187.185 is connected
Jan 30 19:42:41: %STKUNIT1-M:CP %OVSDBSVR-5-SESSION_CONNECTED: Instance 1
session 100.67.187.184 is connected
Jan 30 19:42:40: %STKUNIT1-M:CP %OVSDBSVR-5-SESSION_CONNECTED: Instance 1
session 100.67.187.183 is connected

This confirms that the hardware VTEP is connected to NSX and an Open vSwitch Database (OVSDB)
session is established.

Note: The following optional debug command can be issued to view additional VXLAN connection
information:
S4048#debug vxlan ovsdb-json-rpc packet-type all vxlan-instance 1

To confirm that the hardware device has been added to NSX and has proper connectivity, refresh the
Hardware Devices screen in the web client by clicking the refresh icon ().

The screen should appear similar to Figure 98, with Connectivity Up and a green checkmark under BFD
Enabled. The Management IP Address shown is the management address of the S4048-ON used as the
hardware VTEP.

Service Definitions

Services  Semvice Managers | Hardware Devices

MEX Manager: | 100.67.187.182 |~

Hardware Devices

+ | & K @ | G Adions - Q -
Mame Management IF Address Connectivity BFD Enabled Logical Switches
|=4 Hardware VTEP 100.67.187.36 Up v 0

Figure 98 Hardware Device Status
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13.2.3 Create a logical switch
Create a logical switch as follows:

143

1. Inthe web client, go to Home > Networking & Security > Logical Switches.

2. Click the % icon to add a new logical switch.

3. Inthe New Logical Switch dialog box:

a.
b.

Learning unchecked.

For Name, enter Hardware VTEP.
Next to Transport Zone, Transport Zone 1 should already be selected. If not, click Change and
select it.

Leave the Replication mode set to Unicast, Enable IP Discovery checked and Enable MAC

Click OK. A new logical switch named Hardware VTEP is created as shown in Figure 99:

Logical Switches

NSX Manager. | 100.67.187.182 |~ |

+ |/ X B &G == | {EhActions - Q, Filte

Segment ID Name 1 4 Status Transport Zone Hardware Ports Binding | Scope Control Plane Mode
5002 i App-Tier & MNormal == Transport Zone 1 0 Global Unicast

5003 i DB-Tier & Normal = Transport Zone 1 0 Global Unicast

[5o04 i Hardware VTEP @ Mormal == TransportZoned1 O Global  Unicast |
5000 " Transit Network & Mormal % Transport Zone 1 0 Global Unicast

5001 T Web-Tier & Mormal == Transport Zone 1 ] Global Unicast

Figure 99 Hardware VTEP logical switch created

4. Select the new logical switch, Hardware VTEP and select Actions > Manage Hardware Bindings.

a.

automatically filled out (100.67.187.36 in this example).

switch appear as shown in Figure 100. In this example, it is port Te 1/48.
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Select Hardware Port for attaching it to the Logical Switch.
Selected: [

(@ Fiter

Available Objects

& Te 1/48

OK H Cancel ]

Figure 100 Manage Hardware Bindings — Specify Hardware Port window

c. Select the port and click OK.
d. Enter 0 in the VLAN box and click OK.

When complete, the Logical Switches page will look similar to Figure 101. The Hardware Ports Binding
column indicates one port, Te 1/48 in this example, is configured.

b
NSX Manager: | 100.67.187.182 |v

+ % (@ Fitter

Segment I Mame Status Transport Zone Hardware Ports Binding = Scope Control Plane Mode
5002 E App-Tier @ Mormal == Transport Zone 1 1] Global Unicast

5003 " DB-Tier & Mormal == Transport Zone 1 0 Global Unicast

5004 E Hardware VTEP @ Mormal == Transport Zone 1 Global Unicast

5000 E Transit Metwoark @ Mormal == Transport Zone 1 0 Global Unicast

5001 E Web-Tier @ Mormal = Transport Zone 1 0 Global Unicast

Figure 101 Hardware port bound to logical switch
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13.2.4

Configure a replication cluster

The hardware VTEP is not capable of handling Broadcast, Unknown unicast and Multicast (BUM) traffic and
requires at least one NSX-enabled host to process these requests.

On the Home > Networking & Security > Service Definitions > Hardware Devices page, next to
Replication Cluster, click Edit and select up to 10 hosts. Only one host is active and the rest serve as
backups. Figure 102 shows the four hosts in the compute cluster, Rack 2 Compute FC630, are selected.

Edit Replication Cluster Configuration (7)

Select replication nodes to paricipate in replication cluster.

| Q Filter | | Q, Filter -
Available Objects Selected Objedts
[E 100.67.187.14 v [J 100.67.187.66
@ 100.67.187.15 v [J 100.67.187.65
[ 1006718716 v [J 1006718764
v g = v [J 100.67.187.63
v [ »
v
v
T items 4 items

OK ][ Cancel

Figure 102 Creating a Replication Cluster

Click OK to add the hosts. When complete, the bottom half of the Hardware Devices page appear similar to
Figure 103. The hosts configured in the replication cluster are shown and BFD is enabled.

Replication Cluster Edit |

Hosts  [E)) 100.67.187.65 [B) 100.67.187.64 [G)100.67.1867.63 [G) 100.57.187.66

BFD Configuration Edit

Status + Enabled

Probe interval 300 ms

Figure 103 Replication cluster configured
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13.2.5

13.2.51

Hardware VTEP Validation

Switch commands and output
Use the following commands and output to verify the hardware VTEP configuration on the S4048-ON.

The show vxlan vxlan-instance 1 command should return the information shown below. The

managers shown in the output below are the three NSX controllers. All three should be connected.

HW-VTEP#sh vxlan vxlan-instance 1

Instance

Mode

Admin State
Management IP
Gateway IP
MAX Backoff
Controller 1
Managers

Fail Mode
Port List

1

: Controller
: enabled

100.67.187.36
10.77.4.254

: 30000
- 100.67.187.183:6640 ssl

100.67.187.183:6640 ssl (connected)
100.67.187.184:6640 ssl (connected)
100.67.187.185:6640 ssl (connected)

I secure
- Te 1/48

Use the show vxlan vxlan-instance 1 logical-network command to obtain the logical network
name, to be used in the subsequent command

HW-VTEP#show vxlan vxlan-instance 1 logical-network

Instance
Total LN count

1
1

* - No VLAN mapping exists and yet to be installed

Name

VNID

3202111c-f90e-3c81-aad7-2aaceb72b0df 5004

Note that the VXLAN Network Identifier above, 5004 in this example, matches the NSX Hardware VTEP
logical switch segment ID shown earlier in Figure 99.
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The show vxlan vxlan-instance 1 logical-network name <name>command indicates the
establishment of a MAC tunnel for each of the four hosts in the replication cluster, along with the software
VTEP IP address of each host and the configured hardware port (Te 1/48).

HW-VTEP#show vxlan vxlan-instance 1 logical-network name 3202111c-f90e-3c81-
aa47-2aaceb72b0df

Name : 3202111c-f90e-3c81-aa47-2aaceb72b0df
Description

Type : ELAN

Tunnel Key : 5004

VFI : 28674

Unknown Multicast MAC Tunnels:
10.55.2.1 : vxlan_over_ipv4 (up)
10.55.2.2 : vxlan_over_ipv4 (up)
10.55.2.3 : vxlan_over_ipv4 (up)
10.55.2.4 : wvxlan_over_ipv4 (up)

Port Vlan Bindings:

Te 1/48: VLAN: 0 (0x80000001),

The hardware VTEP should be able to ping the IP address of all software VTEPs. The valid software VTEP
addresses configured in Section 11.5 are 10.55.2.1-4 (Rack 2 FC630 Compute Cluster) and 10.55.3.1-3
(Rack 3 Edge Cluster). The gateway-ip address configured on the hardware VTEP must be specified as
the source in the command syntax. The following examples ping one software VTEP from each cluster.

HW-VTEP#ping 10.55.2.1 source ip 10.77.4.254

Sending 5, 100-byte ICMP Echos to 10.55.2.1 from 10.77.4.254, timeout is 2
seconds:

Success rate is 100.0 percent (5/5), round-trip min/avg/max = 0/0/0 (ms)
HW-VTEP#ping 10.55.3.3 source ip 10.77.4.254

Sending 5, 100-byte ICMP Echos to 10.55.3.3 from 10.77.4.254, timeout is 2
seconds:

Success rate is 100.0 percent (5/5), round-trip min/avg/max = 0/0/0 (ms)

13.2.5.2 Traffic test

To validate functionality, send traffic between a physical server in the data center (running a Linux or
Windows Server operating system for example) and a VM on the NSX network.

Connect the physical server to the configured port on the hardware VTEP (interface tengigabitethernet 1/48 in
this example, shown in Figure 96 at the beginning of this section). The server's network adapter is assigned
the address 10.77.4.1/24.
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In the web client, add a second network adapter to App-VML1 in the Rack 2 Compute FC630 cluster and
connect it to the Hardware VTEP logical switch as follows:

1. Inthe web client, go to Home > Hosts and clusters.
2. Right click on the VM, App-VM1 and click Edit Settings.
3. Nextto New device, select Network and click Add.
4. Nextto New Network, expand the drop-down menu and select Show more networks. This opens
the Select Network box shown in Figure 104:
Selact Hetwork
Show all columns
¢
Hama Depinibuied Saiich
2 Vew-vminicPg-dvs-TT-55-a838T6T0-4830-4802-baa2-960a0120c28 | Rack 2 Compute FCH30 VDS
é vio-ave-TT-virualwine-1-sid-5000-Transit Nebaork Rack 2 Compute FCE30 VDS
2 vrw-vs-TT-virtualwire-2-sid-5001-Web-Tier Rack 2 Compute FCA30 VDS
& vow-dvs-TT-virtualwire-3-sid-5002-App-Tier Rack 2 Compute FCE30 VDS
2 vow-gvs-TT-virualwire-4-3id-5003-08-Tier Rack 2 Compute FC630 VDS
E vow-avs-T T-virualwire-6-sid-5004-Hardware WVTEFP Rack 2 Compute FCE30 ""@
2 R2 Computes FCE30 vMabion Rack 2 Compute FCE30 VDS
2 R2iSCEH Rack 2iSC3I VDS
2 R2isCSl2 Rack 2iSCSIVDS
€3 VM Netwark

Figure 104 Select Network dialog box

5. Select the virtual wire labeled Hardware VTEP and click OK to return to the Edit Settings box.

6. Inthe Edit Settings box, expand New Network. Change the Adapter Type from E1000E to
VMXNET3 (since 10GbE adapters are used). Click OK.

7. Right click on App-VM1 and select Open Console.

8. Log into App-VM1 and set the IP address of the newly added adapter to 10.77.4.2/24. The default
gateway is not set or changed for this configuration. App-VM1's original adapter with IP address
10.10.20.11 and gateway remains configured for connectivity with other VMs.

Provided operating system firewalls are properly configured, App-VML1 (10.77.4.2) successfully pings the
physical server (10.77.4.1) through the hardware VTEP using the new adapter.

App-VM1 continues to have connectivity to other VMs (Web-VM1, App-VM3, etc.) on their virtual networks
(10.10.10.0, 10.10.20.0, etc.) as before.
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14.1

14.2

14.3
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Scaling guidance

Switch selection

The leaf layer in this deployment uses the Dell Networking S4048-ON because of its ability to provide a low-
latency, non-blocking, layer-2 network architecture. It provides for growth and performance with 48 x 10GbE
and six 40GbE ports.

The spine layer uses the Z9100-ON because it provides for substantial growth and outstanding performance
with thirty-two 40/100GbE ports per switch. The solution outlined in this document provides scalability out to
16 racks without adding additional spine switches.

FC Storage sizing

The FC storage component in this deployment uses one Dell Storage Center SC9000 Storage System in
each compute rack to provide linear scaling as the needs of the deployment grow.

Note: As an option, an edge-core topology, where all storage is consolidated in a centralized location with
each compute rack one hop away, can be deployed. The edge-core topology is beyond the scope of this
deployment guide.

The SC9000 Storage System includes two controllers plus at least one expansion enclosure. In this
deployment example, up to eight SC420 expansion enclosures can be added per rack to provide up to 192
drives per rack. The number of SC420 expansion enclosures is dependent on storage requirements of the
virtual machines in the rack.

Two Brocade 6510 switches are used in each compute rack to provide redundant FC storage fabrics.

Note: The two HDDs in each individual FC630 blade server are optional and are not included in the storage
calculations.

Example — scale out to 3000 virtual machines

The goal of this section is to extend the solution outlined in this deployment guide to accommodate
approximately 3000 virtual machines in compute clusters.

This is done as a mathematical exercise and there are many variables to consider when determining
hardware requirements for a required number of VMs. To help estimate hardware needs based on the
number of VMs required, VM specifications and storage requirements, see the scaling calculator attachment,
scaling_calc_fc630_fc.xlIsx.
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The following tables include the virtual machine profile, PowerEdge FC630 hardware and storage hardware
used in this example:

Table 14  Virtual machine profile

Virtual Virtual Virtual Disk Size
CPUs Memory (GB) | (GB)
2 8 100

Table 15  Hardware per PowerEdge FC630

Cores DIMM QIMM Total
Sockets | per count | Size memory
socket (GB) (GB)
2 14 8 32 256

Table 16  SC9000 / SC420 storage hardware

Number of Number of

SC9000s per rack | SC420s per | Disk Size (GB) | Disks per SC420 | RAID Level
(2 controllers) rack

1 3 1200 24 6

The virtual machine requirements in Table 14, the FC630 server hardware in Table 15 and the storage
hardware in Table 16 are entered into scaling_calc_fc630_fc.xlsx. For the number of VMs required, 3000 is
entered into the spreadsheet.

After entering the data above, the Final Counts section at the bottom of the spreadsheet indicates a
requirement of 31 FX2s chassis containing 125 FC630 servers. These numbers are rounded up to 32 FX2s
chassis containing 128 FC630 servers. At eight chassis per rack, 32 FX2s chassis divide equally across four
racks.

Table 17 shows the final numbers for the compute clusters in a 3000 VM deployment.
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Table 17 3000+ compute node example
Total Usable
Eﬁ:sis Eecr?/i?s Racks |VMs |vCPUs | memory | storage
(TB) (TB)
32 128 4 3072 | 7168 32.8 307

With four racks for four compute clusters and allowing one rack per management and edge cluster, this 3000
VM solution example uses six racks.

The leaf-spine network for this solution consists of twelve S4048-ON leaf switches (two per rack) and two
Z9100-ON spine switches. Its storage network consists of eight Brocade 6510 FC switches (two per compute

rack).

Port count and oversubscription (leaf-spine topology)

The following table outlines the connections for six racks with two spine switches with 40Gb interconnect

speeds.

Table 18

Oversubscription Information

IOM links to n Total links for
PowerEdge AN leaf switches L_eaf I|n|_<s = leaf switches to
IOM spine switches .
FC630 (2 per FX2s) (8 FX2s per er rack two spine
P rack) P switches
Connections 2 NIC ports 6 uplink 8 chassis * 6 = | 2 per leaf switch, | 7 racks * 4 links =
interfaces 48 uplinks 2 leaf switches 28 uplinks
per rack = 4 links
Port bandwidth 10Gb 10Gb 10Gb 40Gb 40Gb
Total 2*10= 60Gb 48 * 10Gb = 4*40Gb = 28 * 40Gb =
theoretical 20Gb 480Gb per rack | 160Gb per rack 1120 Gb
bandwidth (240Gb per leaf | (80Gb per leaf
switch) switch)

This example provides for an oversubscription rate of 3:1 for 40Gb connectivity. To lower the subscription
rate, make additional connections from the leaf switches to the spine switches as needed.
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14.5 Rack diagrams
Figure 105 shows the management cluster in Rack 1. It includes, from top to bottom, one S3048-ON
management switch, two Z9100-ON spine switches, two S4048-ON leaf switches and three PowerEdge R630
servers. The edge cluster in Rack 3 is identical, with the two spine switches located in either rack.

Adequate space is available to allow for additional spine switches to be added as bandwidth requirements
dictate. The management and edge clusters can also be combined in the same rack if preferred.

Figure 105 Rack containing management or edge cluster and spine switches
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Figure 106 illustrates a rack containing a compute cluster. It includes, from top to bottom, one S3048-ON
management switch, two S4048-ON leaf switches, eight PowerEdge FX2s chassis (with 32 FC630 servers),
two Brocade 6510 FC switches, three SC420 expansion enclosures and two SC9000 storage controllers.

Front

Figure 106 Rack containing compute cluster with storage and switches
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A Dell EMC validated hardware and components

The following tables present the hardware and components used to configure and validate the example
configurations in this guide.

A.l Switches

Qty Item Firmware Version
2 Dell Networking Z9100-ON Spine switch DNOS 9.11.0.0 P2
6 Dell Networking S4048-ON Leaf switch DNOS 9.11.0.0 P2
1 Dell Networking S4048-ON Hardware VTEP DNOS 9.11.0.0 P2
3 Dell Networking S3048-ON Management switch DNOS 9.11.0.0
2 Brocade 6510 FC switch FOS 8.0.1b

A.2 PowerEdge R630 servers

This guide uses six PowerEdge R630 servers, three in the Management cluster and three in the Edge cluster.

Qi et ltem Firmware Version
server
2 Intel Xeon E5-2695 v3 2.3GHz CPU, 14 cores -
128 GB RAM -
8 400 GB SAS SSD -
1 PERC H730 Mini Storage Controller 25.2.1.0037
2 16 GB Internal SD Cards -
1 QLogic 57840 SFP+ 10GbE QP rNDC (Required for Edge 7.12.19
cluster, may substitute with QLogic 57810 SFP+ 10GbE DP
rNDC in Mgmt. cluster)
1 Intel I350-T Base-T 1GbE DP PCle adapter 17.5.10
1 QLogic QLE2662 16GFC DP LP PCle adapter for connection to | 08.00.15
FC storage (not required if VSAN or local storage is used).
- R630 BIOS 2.1.7
- iDRAC with Lifecycle Controller 2.30.30.30
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PowerEdge FX2s chassis and components

This guide uses one FX2s chassis with four FC630 servers in the Compute cluster.

Qty per Item Firmware Version
chassis
1 FX2s Chassis Management Controller 1.32.200
4 FC630 server blades. Each blade contains:
e 2 - Intel Xeon E5-2695 v3 2.3GHz CPU, 14 cores .-
e 8- 32GB DIMMS (256 GB total) .-
e 2 -300 GB SAS HDD o -
e 2-16 GB Internal SD Cards .-
e 1 - PERC H330 Mini Storage Controller e 25.4.0.0017
e 1 - QLogic 57840 10GbE QP bNDC e 7.12.19
e FC630 BIOS e 217
e FC630 iDRAC with Lifecycle Controller ¢ 2.30.30.30
2 FN410S IOM DNOS 9.11.0.0
4 Intel 1350-T Base-T 1GbE DP LP PCle adapter (FC630 17.5.10
Management adapters)
4 QLogic QLE2662 16GFC DP LP PCle adapter (FC630 FC 08.00.15
storage adapters)

Dell Storage Center SC9000 Storage System

Qty Item Firmware Version
2 SC9000 Controller 7.1.4.4
4 QLogic QLE2662 16GFC DP adapter (2 per controller) 08.04.01
1 SC420 Enclosure with 24 disk bays 1.07

Dell EMC Validated System for Virtualization - NSX Reference Architecture | Version 1.0

DEALEMC



B.1

B.2

156

Validated software and required licenses

The Software table presents the versions of the software components used to validate the example
configurations in this guide. The Licenses section presents the licenses required for the example

configurations in this this guide.

Software
ltem Version
VMware ESXi 6.0.0 Update 2 - Dell EMC customized image version A0O

VMware vSphere Desktop Client

6.0.0 build 3562874

VMware vCenter Server Appliance

6.0.0 Update 2 - build 3634788

vSphere Web Client

6.0.0 build 3617395 (included with VCSA above)

VMware NSX Manager

6.2.4 build 4292526

Dell Storage Manager 2016 R2

16.2.1.228

VMware licenses

The vCenter Server is licensed by instance. The remaining licenses are allocated based on the number of

CPU sockets in the participating hosts.

Required licenses for the topology built in this guide are as follows:

e VMware vSphere 6 Enterprise Plus — 20 CPU sockets
e vCenter 6 Server Standard — 1 instance
e NSX for vSphere Enterprise - 14 CPU sockets
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Technical support and resources

Dell TechCenter is an online technical community where IT professionals have access to hnumerous resources

for Dell EMC software, hardware and services.

Dell EMC product manuals and technical guides

Manuals and documentation for Dell Networking S3048-ON

Manuals and documentation for Dell Networking S4048-ON

Manuals and documentation for Dell Networking Z9100-ON

Manuals and Documentation for PowerEdge FX2/FX2s and Modules

Manuals and documentation for PowerEdge R630

Manuals and documentation for Dell Storage SC9000

Dell TechCenter Networking Guides

PowerEdge FX2 — FN I/O Module — VLT Deployment Guide

Dell EMC NSX Reference Architecture - FC430 Compute Nodes with VSAN Storage

Dell EMC NSX Reference Architecture - R730xd Compute Nodes with VSAN Storage

Dell EMC NSX Reference Architecture - FC630 Compute Nodes with iSCSI Storage

VMware product manuals and technical guides

VMware vSphere 6.0 Documentation Center

VMware NSX 6.2 Documentation Center

VMware vCenter Server 6.0 Deployment Guide

VMware Compatibility Guide

VMware KB Article — Dell Networking VXLAN Hardware Gateway with NSX
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http://en.community.dell.com/techcenter/
http://www.dell.com/support/home/us/en/04/product-support/product/force10-s3048-on/manuals
http://www.dell.com/support/home/us/en/04/product-support/product/force10-s4048-on/manuals
http://www.dell.com/support/home/us/en/04/product-support/product/networking-z9100/manuals
http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-fx2/manuals
http://www.dell.com/support/home/us/en/19/product-support/product/poweredge-r630/manuals
http://www.dell.com/support/home/us/en/04/product-support/product/storage-sc9000/manuals
http://en.community.dell.com/techcenter/networking/p/guides
http://en.community.dell.com/techcenter/networking/m/networking_files/20440794
http://en.community.dell.com/techcenter/networking/m/networking_files/20443379
http://en.community.dell.com/techcenter/networking/m/networking_files/20443380
http://en.community.dell.com/techcenter/networking/m/networking_files/20443559
http://pubs.vmware.com/vsphere-60/index.jsp
http://pubs.vmware.com/NSX-62/index.jsp
https://www.vmware.com/files/pdf/techpaper/vmware-vcenter-server6-deployment-guide.pdf
http://www.vmware.com/resources/compatibility/search.php
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2146056
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Brocade product manuals

The following guides are available on Brocade.com as of this writing:

Brocade Fabric OS Administration Guide, 8.0.1.
Brocade Fabric OS Command Reference, 8.0.x.

Brocade Fabric OS Web Tools Administration Guide 8.0.x.
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D Support and Feedback

Contacting Technical Support

Support Contact Information Web: http://Support.Dell.com/

Telephone: USA: 1-800-945-3355
Feedback for this document

We encourage readers to provide feedback on the quality and usefulness of this publication by sending an
email to Dell_Networking Solutions@Dell.com.
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##############################################################

#     Configure hostname and management IP address info      #

##############################################################



switchname Brocade6510-1

ipaddrset -ipv4 -add -ethip 100.67.190.17 -ethmask 255.255.255.0 -gwyip 100.67.190.254 -dhcp off



##############################################################

#               Create server FC port aliases                #

##############################################################



alicreate "FC630_1_port1", "20:01:00:0e:1e:c3:af:cc"

alicreate "FC630_2_port1", "20:01:00:0e:1e:c3:af:da"

alicreate "FC630_3_port1", "20:01:00:0e:1e:c3:af:ec"

alicreate "FC630_4_port1", "20:01:00:0e:1e:c3:af:e4"



##############################################################

#               Create SC9000 physical port aliases          #

##############################################################



alicreate "Cont1_Pport4_1", "50:00:d3:10:00:f2:cb:08"

alicreate "Cont1_Pport6_1", "50:00:d3:10:00:f2:cb:06"

alicreate "Cont2_Pport4_1", "50:00:d3:10:00:f2:cb:14"

alicreate "Cont2_Pport6_1", "50:00:d3:10:00:f2:cb:12"



##############################################################

#              Create SC9000 virtual port aliases            #

##############################################################



alicreate "Cont1_Vport4_1", "50:00:d3:10:00:f2:cb:26"

alicreate "Cont1_Vport6_1", "50:00:d3:10:00:f2:cb:25"

alicreate "Cont2_Vport4_1", "50:00:d3:10:00:f2:cb:20"

alicreate "Cont2_Vport6_1", "50:00:d3:10:00:f2:cb:27"



##############################################################

#         Create a zone containing SC9000 physical ports     #

##############################################################



zonecreate "SC9000_Physical_Ports", "Cont1_Pport4_1;Cont1_Pport6_1;Cont2_Pport4_1;Cont2_Pport6_1"



###################################################################

# Create zones with 1 server FC port and all SC9000 virtual ports #

###################################################################



zonecreate "FC630_1", "FC630_1_port1;Cont1_Vport4_1;Cont1_Vport6_1;Cont2_Vport4_1;Cont2_Vport6_1"

zonecreate "FC630_2", "FC630_2_port1;Cont1_Vport4_1;Cont1_Vport6_1;Cont2_Vport4_1;Cont2_Vport6_1"

zonecreate "FC630_3", "FC630_3_port1;Cont1_Vport4_1;Cont1_Vport6_1;Cont2_Vport4_1;Cont2_Vport6_1"

zonecreate "FC630_4", "FC630_4_port1;Cont1_Vport4_1;Cont1_Vport6_1;Cont2_Vport4_1;Cont2_Vport6_1"



##############################################################

#      Create a configuration containing all zones           #

##############################################################



cfgcreate "ZoneConfig1","SC9000_Physical_Ports;FC630_1;FC630_2;FC630_3;FC630_4"



##############################################################

# Manual Commands - THESE COMMANDS REQUIRE USER INTERACTION  #

##############################################################



cfgsave

cfgenable ZoneConfig1


































##############################################################

#     Configure hostname and management IP address info      #

##############################################################



switchname Brocade6510-2

ipaddrset -ipv4 -add -ethip 100.67.190.18 -ethmask 255.255.255.0 -gwyip 100.67.190.254 -dhcp off



##############################################################

#               Create server FC port aliases                #

##############################################################



alicreate "FC630_1_port2", "20:01:00:0e:1e:c3:af:cd"

alicreate "FC630_2_port2", "20:01:00:0e:1e:c3:af:db"

alicreate "FC630_3_port2", "20:01:00:0e:1e:c3:af:ed"

alicreate "FC630_4_port2", "20:01:00:0e:1e:c3:af:e5"



##############################################################

#               Create SC9000 physical port aliases          #

##############################################################



alicreate "Cont1_Pport4_2", "50:00:d3:10:00:f2:cb:07"

alicreate "Cont1_Pport6_2", "50:00:d3:10:00:f2:cb:05"

alicreate "Cont2_Pport4_2", "50:00:d3:10:00:f2:cb:13"

alicreate "Cont2_Pport6_2", "50:00:d3:10:00:f2:cb:11"



##############################################################

#              Create SC9000 virtual port aliases            #

##############################################################



alicreate "Cont1_Vport4_2", "50:00:d3:10:00:f2:cb:29"

alicreate "Cont1_Vport6_2", "50:00:d3:10:00:f2:cb:28"

alicreate "Cont2_Vport4_2", "50:00:d3:10:00:f2:cb:24"

alicreate "Cont2_Vport6_2", "50:00:d3:10:00:f2:cb:2a"





##############################################################

#         Create a zone containing SC9000 physical ports     #

##############################################################



zonecreate "SC9000_Physical_Ports", "Cont1_Pport4_2;Cont1_Pport6_2;Cont2_Pport4_2;Cont2_Pport6_2"



###################################################################

# Create zones with 1 server FC port and all SC9000 virtual ports #

###################################################################



zonecreate "FC630_1", "FC630_1_port2;Cont1_Vport4_2;Cont1_Vport6_2;Cont2_Vport4_2;Cont2_Vport6_2"

zonecreate "FC630_2", "FC630_2_port2;Cont1_Vport4_2;Cont1_Vport6_2;Cont2_Vport4_2;Cont2_Vport6_2"

zonecreate "FC630_3", "FC630_3_port2;Cont1_Vport4_2;Cont1_Vport6_2;Cont2_Vport4_2;Cont2_Vport6_2"

zonecreate "FC630_4", "FC630_4_port2;Cont1_Vport4_2;Cont1_Vport6_2;Cont2_Vport4_2;Cont2_Vport6_2"



##############################################################

#      Create a configuration containing all zones           #

##############################################################



cfgcreate "ZoneConfig1","SC9000_Physical_Ports;FC630_1;FC630_2;FC630_3;FC630_4"



##############################################################

# Manual Commands - THESE COMMANDS REQUIRE USER INTERACTION  #

##############################################################



cfgsave

cfgenable ZoneConfig1






























!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname FN410S-A1-630

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc

no dcb enable





interface ManagementEthernet 0/0

 ip address 100.67.187.161/24

 yes

 no shutdown



management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!     

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member tengigabitethernet 0/9

no shutdown



interface tengigabitethernet 0/9

description VLTi

no shutdown



vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.162

unit-id 0



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!      UPSTREAM INTERFACES       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface range tengigabitethernet 0/10-12

description To Leaf switches 3 and 4 te 1/45-47

mtu 9216

port-channel-protocol LACP

port-channel 128 mode active

no shutdown



interface port-channel 128

description To Leaf switches 3 and 4 te 1/45-47

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    DOWNSTREAM INTERFACES       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface tengigabitethernet 0/1

description To FC630-1

mtu 9216

port-channel-protocol LACP

port-channel 1 mode active

no shutdown



interface tengigabitethernet 0/2

description To FC630-1

mtu 9216

port-channel-protocol LACP

port-channel 1 mode active

no shutdown



interface port-channel 1

description To FC630-1

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 1

no shutdown



interface tengigabitethernet 0/3

description To FC630-2

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface tengigabitethernet 0/4

description To FC630-2

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To FC630-2

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 0/5

description To FC630-3

mtu 9216

port-channel-protocol LACP

port-channel 3 mode active

no shutdown



interface tengigabitethernet 0/6

description To FC630-3

mtu 9216

port-channel-protocol LACP

port-channel 3 mode active

no shutdown



interface port-channel 3

description To FC630-3

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 3

no shutdown



interface tengigabitethernet 0/7

description To FC630-4

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface tengigabitethernet 0/8

description To FC630-4

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To FC630-4

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

mtu 9216

tagged Port-channel 1-4,128

no shutdown



interface Vlan 55

description NSX

mtu 9216

tagged Port-channel 1-4,128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream Port-channel 1-4

upstream Port-channel 128



end

write




!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname FN410S-A2-630

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc

no dcb enable





interface ManagementEthernet 0/0

 ip address 100.67.187.162/24

 yes

 no shutdown



management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!     

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member tengigabitethernet 0/9

no shutdown



interface tengigabitethernet 0/9

description VLTi

no shutdown



vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.161

unit-id 1



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!      UPSTREAM INTERFACES       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface range tengigabitethernet 0/10-12

description To Leaf switches 3 and 4 te 1/45-47

mtu 9216

port-channel-protocol LACP

port-channel 128 mode active

no shutdown



interface port-channel 128

description To Leaf switches 3 and 4 te 1/45-47

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    DOWNSTREAM INTERFACES       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

interface tengigabitethernet 0/1

description To FC630-1

mtu 9216

port-channel-protocol LACP

port-channel 1 mode active

no shutdown



interface tengigabitethernet 0/2

description To FC630-1

mtu 9216

port-channel-protocol LACP

port-channel 1 mode active

no shutdown



interface port-channel 1

description To FC630-1

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 1

no shutdown



interface tengigabitethernet 0/3

description To FC630-2

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface tengigabitethernet 0/4

description To FC630-2

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To FC630-2

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 0/5

description To FC630-3

mtu 9216

port-channel-protocol LACP

port-channel 3 mode active

no shutdown



interface tengigabitethernet 0/6

description To FC630-3

mtu 9216

port-channel-protocol LACP

port-channel 3 mode active

no shutdown



interface port-channel 3

description To FC630-3

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 3

no shutdown



interface tengigabitethernet 0/7

description To FC630-4

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface tengigabitethernet 0/8

description To FC630-4

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To FC630-4

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

mtu 9216

tagged Port-channel 1-4,128

no shutdown



interface Vlan 55

description NSX

mtu 9216

tagged Port-channel 1-4,128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream Port-channel 1-4

upstream Port-channel 128



end

write




!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname HW-VTEP

protocol lldp 

advertise management-tlv management-address system-description system-name 

advertise interface-port-desc



interface ManagementEthernet 1/1

ip address 100.67.187.36/24

no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.13/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.13/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.7/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24

router bgp 64707

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.12 remote-as 64601

neighbor 192.168.1.12 peer-group spine-leaf

neighbor 192.168.1.12 no shutdown

neighbor 192.168.2.12 remote-as 64602

neighbor 192.168.2.12 peer-group spine-leaf

neighbor 192.168.2.12 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VTEP CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



feature vxlan

bfd enable



interface Loopback 77

ip address 10.77.4.254/32

no shutdown



vxlan-instance 1

gateway-ip 10.77.4.254

fail-mode secure

controller 1 100.67.187.183 port 6640 ssl

no shutdown



interface te 1/48

description To Physical Server

vxlan-instance 1

no shutdown



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-1

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc 



interface ManagementEthernet 1/1

 ip address 100.67.187.35/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown



vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.34

unit-id 0

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!     R630 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface tengigabitethernet 1/2

description To R630-1 100.67.187.19

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To R630-1 100.67.187.19

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 1/4

description To R630-2 100.67.187.18

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To R630-2 100.67.187.18

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4

no shutdown



interface tengigabitethernet 1/6

description To R630-3 100.67.187.17

mtu 9216

port-channel-protocol LACP

port-channel 6 mode active

no shutdown



interface port-channel 6

description To R630-3 100.67.187.17

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 6

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.1.252/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 22

description vMotion

priority 254

virtual-address 10.22.1.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.1.252/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 55

description NSX

priority 254

virtual-address 10.55.1.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.1/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.1/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.1/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64701

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.0 remote-as 64601

neighbor 192.168.1.0 peer-group spine-leaf

neighbor 192.168.1.0 no shutdown

neighbor 192.168.2.0 remote-as 64602

neighbor 192.168.2.0 peer-group spine-leaf

neighbor 192.168.2.0 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-2

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc 



interface ManagementEthernet 1/1

 ip address 100.67.187.34/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown



vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.35

unit-id 1

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!     R630 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface tengigabitethernet 1/2

description To R630-1 100.67.187.19

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To R630-1 100.67.187.19

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 1/4

description To R630-2 100.67.187.18

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To R630-2 100.67.187.18

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4

no shutdown



interface tengigabitethernet 1/6

description To R630-3 100.67.187.17

mtu 9216

port-channel-protocol LACP

port-channel 6 mode active

no shutdown



interface port-channel 6

description To R630-3 100.67.187.17

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 6

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.1.253/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 22

description vMotion

priority 1

virtual-address 10.22.1.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.1.253/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 55

description NSX

priority 1

virtual-address 10.55.1.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.3/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.3/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.2/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64702

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.2 remote-as 64601

neighbor 192.168.1.2 peer-group spine-leaf

neighbor 192.168.1.2 no shutdown

neighbor 192.168.2.2 remote-as 64602

neighbor 192.168.2.2 peer-group spine-leaf

neighbor 192.168.2.2 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-3

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc 



interface ManagementEthernet 1/1

 ip address 100.67.187.33/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown

vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.32

unit-id 0

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    FC630 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface range tengigabitethernet 1/45 - 1/47

description To FN410S-A1/A2

mtu 9216

port-channel-protocol LACP

port-channel 128 mode active

no shutdown



interface Port-channel 128

description To FN410S-A1/A2

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.2.252/24

mtu 9216

tagged Port-channel 128

vrrp-group 22

description vMotion

priority 254

virtual-address 10.22.2.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.2.252/24

mtu 9216

tagged Port-channel 128

vrrp-group 55

description NSX

priority 254

virtual-address 10.55.2.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.5/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.5/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.3/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64703

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.4 remote-as 64601

neighbor 192.168.1.4 peer-group spine-leaf

neighbor 192.168.1.4 no shutdown

neighbor 192.168.2.4 remote-as 64602

neighbor 192.168.2.4 peer-group spine-leaf

neighbor 192.168.2.4 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-4

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc



interface ManagementEthernet 1/1

 ip address 100.67.187.32/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown

vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.33

unit-id 1

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    FC430 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface range tengigabitethernet 1/45 - 1/47

description To FN410S-A1/A2

mtu 9216

port-channel-protocol LACP

port-channel 128 mode active

no shutdown



interface Port-channel 128

description To FN410S-A1/A2

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 128

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.2.253/24

mtu 9216

tagged Port-channel 128

vrrp-group 22

description vMotion

priority 1

virtual-address 10.22.2.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.2.253/24

mtu 9216

tagged Port-channel 128

vrrp-group 55

description NSX

priority 1

virtual-address 10.55.2.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.7/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.7/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.4/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64704

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.6 remote-as 64601

neighbor 192.168.1.6 peer-group spine-leaf

neighbor 192.168.1.6 no shutdown

neighbor 192.168.2.6 remote-as 64602

neighbor 192.168.2.6 peer-group spine-leaf

neighbor 192.168.2.6 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-5

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc



interface ManagementEthernet 1/1

 ip address 100.67.187.31/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown

vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.30

unit-id 0

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!     R630 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface tengigabitethernet 1/2

description To R630-4 100.67.187.14

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To R630-4 100.67.187.14

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 1/4

description To R630-5 100.67.187.15

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To R630-5 100.67.187.15

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4

no shutdown



interface tengigabitethernet 1/6

description To R630-6 100.67.187.16

mtu 9216

port-channel-protocol LACP

port-channel 6 mode active

no shutdown



interface port-channel 6

description To R630-6 100.67.187.16

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 6

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.3.252/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 22

description vMotion

priority 254

virtual-address 10.22.3.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.3.252/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 55

description NSX

priority 254

virtual-address 10.55.3.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.9/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.9/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.5/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64705

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.8 remote-as 64601

neighbor 192.168.1.8 peer-group spine-leaf

neighbor 192.168.1.8 no shutdown

neighbor 192.168.2.8 remote-as 64602

neighbor 192.168.2.8 peer-group spine-leaf

neighbor 192.168.2.8 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    EDGE CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



vlt domain 127

peer-routing



interface tengigabitethernet 1/18

description Edge To R630-4 100.67.187.14

port-channel-protocol LACP

port-channel 12 mode active

no shutdown



interface port-channel 12

description Edge To R630-4 100.67.187.14

portmode hybrid

switchport

vlt port-channel 12

no shutdown



interface tengigabitethernet 1/20

description Edge To R630-5 100.67.187.15

port-channel-protocol LACP

port-channel 14 mode active

no shutdown



interface port-channel 14

description Edge To R630-5 100.67.187.15

portmode hybrid

switchport

vlt port-channel 14

no shutdown



interface tengigabitethernet 1/22

description Edge To R630-6 100.67.187.16

port-channel-protocol LACP

port-channel 16 mode active

no shutdown



interface port-channel 16

description Edge To R630-6 100.67.187.16

portmode hybrid

switchport

vlt port-channel 16

no shutdown



interface Vlan 66

description Edge

ip address 10.66.3.252/24

tagged Port-channel 12,14,16

no shutdown



router ospf 1

network 10.66.3.0/24 area 0

router-id 10.66.3.252



end

write






!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        GLOBAL SETTINGS         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



enable

configure



hostname Leaf-6

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc



interface ManagementEthernet 1/1

 ip address 100.67.187.30/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!        VLT CONFIGURATION       !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface port-channel 127

description VLTi

mtu 9216

channel-member fortyGigE 1/53 - 1/54

no shutdown



interface range fortyGigE 1/53 - 1/54

description VLTi

no shutdown

vlt domain 127

peer-link port-channel 127

back-up destination 100.67.187.31

unit-id 1

exit



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!     R630 SWITCHPORT CONFIG     !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface tengigabitethernet 1/2

description To R630-4 100.67.187.14

mtu 9216

port-channel-protocol LACP

port-channel 2 mode active

no shutdown



interface port-channel 2

description To R630-4 100.67.187.14

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 2

no shutdown



interface tengigabitethernet 1/4

description To R630-5 100.67.187.15

mtu 9216

port-channel-protocol LACP

port-channel 4 mode active

no shutdown



interface port-channel 4

description To R630-5 100.67.187.15

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 4

no shutdown



interface tengigabitethernet 1/6

description To R630-6 100.67.187.16

mtu 9216

port-channel-protocol LACP

port-channel 6 mode active

no shutdown



interface port-channel 6

description To R630-6 100.67.187.16

mtu 9216

portmode hybrid

switchport

vlt-peer-lag port-channel 6

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    VLAN CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface Vlan 22

description vMotion

ip address 10.22.3.253/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 22

description vMotion

priority 1

virtual-address 10.22.3.254

no shutdown



interface Vlan 55

description NSX

ip address 10.55.3.253/24

mtu 9216

tagged Port-channel 2,4,6

vrrp-group 55

description NSX

priority 1

virtual-address 10.55.3.254

no shutdown



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/49

description To Spine-1

ip address 192.168.1.11/31

mtu 9216

no shutdown



interface fortyGigE 1/50

description To Spine-2

ip address 192.168.2.11/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.2.6/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64706

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.10 remote-as 64601

neighbor 192.168.1.10 peer-group spine-leaf

neighbor 192.168.1.10 no shutdown

neighbor 192.168.2.10 remote-as 64602

neighbor 192.168.2.10 peer-group spine-leaf

neighbor 192.168.2.10 no shutdown



ecmp-group 1

interface fortyGigE 1/49

interface fortyGigE 1/50

link-bundle-monitor enable



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    UFD CONFIGURATION           !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



uplink-state-group 1

description Disable downstream ports in event all uplinks fail

downstream TenGigabitEthernet 1/1-1/48

upstream fortyGigE 1/49,1/50



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    EDGE CONFIGURATION          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



vlt domain 127

peer-routing



interface tengigabitethernet 1/18

description Edge To R630-4 100.67.187.14

port-channel-protocol LACP

port-channel 12 mode active

no shutdown



interface port-channel 12

description Edge To R630-4 100.67.187.14

portmode hybrid

switchport

vlt port-channel 12

no shutdown



interface tengigabitethernet 1/20

description Edge To R630-5 100.67.187.15

port-channel-protocol LACP

port-channel 14 mode active

no shutdown



interface port-channel 14

description Edge To R630-5 100.67.187.15

portmode hybrid

switchport

vlt port-channel 14

no shutdown



interface tengigabitethernet 1/22

description Edge To R630-6 100.67.187.16

port-channel-protocol LACP

port-channel 16 mode active

no shutdown



interface port-channel 16

description Edge To R630-6 100.67.187.16

portmode hybrid

switchport

vlt port-channel 16

no shutdown





interface Vlan 66

description Edge

ip address 10.66.3.253/24

tagged Port-channel 12,14,16

no shutdown



router ospf 1

network 10.66.3.0/24 area 0

router-id 10.66.3.253



end

write






Sheet1

		READ TEXT FIRST BEFORE MODIFYING. MODIFY ONLY YELLOW FIELD VALUES

		VM Details

		vCPU		2				The VM Details section covers the basic configuration required. 

		vMemory (GB)		8

		VMDK Size (GB)		100

		Number of VMs required		3000



		FC630 Hardware Details						FC630 Hardware Details covers the physical specifications of a single host.

		CPU Sockets Populated		2

		Cores per CPU		14

		DIMM Count		8

		DIMM Size (GB)		32



		SC9000 Hardware Details						This section outlines the requirements for the SC9000 and disk capacity. This calculator is fixed up to seven SC420 expansion enclosures per rack. The need for these depends on VM VMDK size. A maximum of 24x 2.5" disks can installed in each device for a maximum of 192 disks per rack. RAID arrays have a 1:1 ratio to each device. For 3x SC420s are fully populated (72 disks) and RAID 6 is specified. A total of 3x RAID 6 arrays are assumed. This calculator accounts for RAID overhead and supports RAID levels 0,1,5,6, and 10.

		Number of SC420s per rack (max 8)		3

		Disk Size (GB)		1200

		Disks per SC420 (max 24)		24

		RAID Type		6



		Chassis/Rack Configuration						This section contains the number of FC630 servers per FX2s enclosure and the number of FX2s enclosures per rack.  These values should not need to be modified.

		Servers Per FX2		4

		FX2s Per Rack		8



		DO NOT MODIFY BELOW THIS LINE



		Hardware Specifications per host, chassis, rack												This section lists the extrapolated values provided in the first section. The first column shows a single compute host, the second covers a single FX2s chassis with the number of hosts per FX2s. The 3rd column shows the values per rack and the final column represents the total numbers based on the entire solution after being calculated in the final section.

				FC630		FX2s		Rack		Total

		CPU Sockets		2		8		64		256

		CPU Cores		14		112		896		3584

		Core count w/ Hyperthread		56		224		1792		7168

		Memory Total (GB)		256		1024		8192		32768

		Storage Capacity Disk Count		N/A		N/A		72		288

		Storage Capacity Raw Total (GB)		N/A		N/A		86400		345600

		Storage Capacity Usable Total (GB)		N/A		N/A		76800		307200



		VM Capacity by CPU, Memory, FC storage												The orange highlight represents the maximum number of VMs that can be placed per rack using the values set under "VM Details". This number represents the bottleneck (CPU, Memory, or Storage) based on the current configuration details.

						Usable VMs

		By FC630		CPU		28

				MEM		32



		By FX2		CPU		112

				MEM		128



		By Rack		CPU		896

				MEM		1024

				STOR		768



		Final Counts with rounding for equal distribution of FX2 chassis												These totals represent the needed minimum hardware for the compute clusters, then are rounded up to provide an equal number of chassis per rack (default is 8 chassis per rack - cell B22). The total number of VMs are limited by the bottleneck in the section above. The VM capacity value is an estimated maximum VM count for the configuration.

				Needed		Suggested

Bunch, Curtis: Bunch, Curtis:
Suggested is rounding up to ensure an equal distribution of 8 FX2s chassis per rack		VM Capacity

		Total FC630s		125.00		128

		Total FX2s		31.25		32

		Total Compute Racks		3.91		4		3072






enable

configure



hostname Spine-1

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc



interface ManagementEthernet 1/1

 ip address 100.67.187.39/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



stack-unit 1 port 1 portmode single speed 40G no-confirm

stack-unit 1 port 2 portmode single speed 40G no-confirm

stack-unit 1 port 3 portmode single speed 40G no-confirm

stack-unit 1 port 4 portmode single speed 40G no-confirm

stack-unit 1 port 5 portmode single speed 40G no-confirm

stack-unit 1 port 6 portmode single speed 40G no-confirm



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/1/1

description To Leaf 1 fo1/49

ip address 192.168.1.0/31

mtu 9216

no shutdown



interface fortyGigE 1/2/1

description To Leaf 2 fo1/49

ip address 192.168.1.2/31

mtu 9216

no shutdown



interface fortyGigE 1/3/1

description To Leaf 3 fo1/49

ip address 192.168.1.4/31

mtu 9216

no shutdown



interface fortyGigE 1/4/1

description To Leaf 4 fo1/49

ip address 192.168.1.6/31

mtu 9216

no shutdown



interface fortyGigE 1/5/1

description To Leaf 5 fo1/49

ip address 192.168.1.8/31

mtu 9216

no shutdown



interface fortyGigE 1/6/1

description To Leaf 6 fo1/49

ip address 192.168.1.10/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.1.1/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64601

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

neighbor 192.168.1.1 remote-as 64701

neighbor 192.168.1.1 peer-group spine-leaf

neighbor 192.168.1.1 no shutdown

neighbor 192.168.1.3 remote-as 64702

neighbor 192.168.1.3 peer-group spine-leaf

neighbor 192.168.1.3 no shutdown

neighbor 192.168.1.5 remote-as 64703

neighbor 192.168.1.5 peer-group spine-leaf

neighbor 192.168.1.5 no shutdown

neighbor 192.168.1.7 remote-as 64704

neighbor 192.168.1.7 peer-group spine-leaf

neighbor 192.168.1.7 no shutdown

neighbor 192.168.1.9 remote-as 64705

neighbor 192.168.1.9 peer-group spine-leaf

neighbor 192.168.1.9 no shutdown

neighbor 192.168.1.11 remote-as 64706

neighbor 192.168.1.11 peer-group spine-leaf

neighbor 192.168.1.11 no shutdown



ecmp-group 1

interface fortyGigE 1/1/1

interface fortyGigE 1/2/1

interface fortyGigE 1/3/1

interface fortyGigE 1/4/1

interface fortyGigE 1/5/1

interface fortyGigE 1/6/1

link-bundle-monitor enable



end

write




enable

configure



hostname Spine-2

protocol lldp 

 advertise management-tlv management-address system-description system-name 

 advertise interface-port-desc



interface ManagementEthernet 1/1

 ip address 100.67.187.38/24

 no shutdown

management route 0.0.0.0/0 100.67.187.254



stack-unit 1 port 1 portmode single speed 40G no-confirm

stack-unit 1 port 2 portmode single speed 40G no-confirm

stack-unit 1 port 3 portmode single speed 40G no-confirm

stack-unit 1 port 4 portmode single speed 40G no-confirm

stack-unit 1 port 5 portmode single speed 40G no-confirm

stack-unit 1 port 6 portmode single speed 40G no-confirm



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTING INTERFACES          !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



interface fortyGigE 1/1/1

description To Leaf1 fo1/50

ip address 192.168.2.0/31

mtu 9216

no shutdown



interface fortyGigE 1/2/1

description To Leaf2 fo1/50

ip address 192.168.2.2/31

mtu 9216

no shutdown



interface fortyGigE 1/3/1

description To Leaf3 fo1/50

ip address 192.168.2.4/31

mtu 9216

no shutdown



interface fortyGigE 1/4/1

description To Leaf4 fo1/50

ip address 192.168.2.6/31

mtu 9216

no shutdown



interface fortyGigE 1/5/1

description To Leaf5 fo1/50

ip address 192.168.2.8/31

mtu 9216

no shutdown



interface fortyGigE 1/6/1

description To Leaf6 fo1/50

ip address 192.168.2.10/31

mtu 9216

no shutdown



interface loopback 0

description Router ID

ip address 10.0.1.2/32



!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!!    ROUTE CONFIGURATION         !!

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!



route-map spine-leaf permit 10

match ip address spine-leaf



ip prefix-list spine-leaf

description BGP redistribute loopback and leaf networks

seq 5 permit 10.0.0.0/23 ge 32

seq 10 permit 10.0.0.0/8 ge 24



router bgp 64602

bgp bestpath as-path multipath-relax

maximum-paths ebgp 64

redistribute connected route-map spine-leaf

bgp graceful-restart

neighbor spine-leaf peer-group

neighbor spine-leaf fall-over

neighbor spine-leaf advertisement-interval 1

neighbor spine-leaf no shutdown

 neighbor 192.168.2.1 remote-as 64701 

 neighbor 192.168.2.1 peer-group spine-leaf 

 neighbor 192.168.2.1 no shutdown 

 neighbor 192.168.2.3 remote-as 64702 

 neighbor 192.168.2.3 peer-group spine-leaf 

 neighbor 192.168.2.3 no shutdown 

 neighbor 192.168.2.5 remote-as 64703 

 neighbor 192.168.2.5 peer-group spine-leaf 

 neighbor 192.168.2.5 no shutdown 

 neighbor 192.168.2.7 remote-as 64704 

 neighbor 192.168.2.7 peer-group spine-leaf 

 neighbor 192.168.2.7 no shutdown 

 neighbor 192.168.2.9 remote-as 64705 

 neighbor 192.168.2.9 peer-group spine-leaf 

 neighbor 192.168.2.9 no shutdown 

 neighbor 192.168.2.11 remote-as 64706 

 neighbor 192.168.2.11 peer-group spine-leaf 

 neighbor 192.168.2.11 no shutdown 

 

ecmp-group 1

interface fortyGigE 1/1/1

interface fortyGigE 1/2/1

interface fortyGigE 1/3/1

interface fortyGigE 1/4/1

interface fortyGigE 1/5/1

interface fortyGigE 1/6/1

link-bundle-monitor enable



end

write



