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Executive summary

Cross-platform replication allows customers to replicate between Dell™ PS Series and Dell EMC™ SC Series
storage for disaster recovery and to enable future migration. The cross-platform replication feature is one way
that Dell is simplifying management through a single GUI, while at the same time providing expanded mobility
and protection of critical customer assets. This document explains how cross-platform replication works, and
also provides typical use cases and requirements for asynchronous replication from PS Series to SC Series
storage.
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1.1

1.2

Introduction

Cross-platform replication is asynchronous iSCSI replication between Dell PS Series and SC Series storage
platforms. Replication may occur in either direction between the arrays, supporting volume replication,
failover, and failback. Cross-platform replication is configured, managed, and monitored through the Dell
Storage Manager (DSM) 2016 R1 release or higher.

Platform management with the Dell Storage Manager

DSM provides centralized management of SC Series, PS Series, and SC Series FluidFS. DSM is comprised
of a Dell Storage Client and the Dell Storage Data Collector. The Dell Storage Client and Data Collector may
be on separate servers for flexible management. The Data Collector is a database used to store information
about the managed Dell Storage arrays, and is required for cross-platform replication. For this reason, the IP
or host name of the Data Collector should be used when launching DSM, as opposed to using the IP of the
SC Series array.

Figure 1 demonstrates how DSM manages replication, configuration, and operational control between the PS
Series and SC Series storage.

Dell Storage
, Manager
PS Series
Group Manager
GUI : ;
Cross platform Configuration
replication configuration and operational
and operational control control

PS Series group conir?eccstlions e

Figure 1 DSM operational relationship with PS Series and SC Series storage

Note: Although the PS Series Group Manager GUI is still available, cross-platform replication operations and
management require Dell Storage Manager.

Cross-platform replication use case

Cross-platform replication is snapshot replication between PS Series and SC Series arrays. Cross-platform
replication is asynchronous using iSCSI, is designed to work over distances, and requires less bandwidth
than synchronous replication. It is a suitable option for disaster recovery sites with moderate RPOs and
RTOs, such as social media platforms, blogs, wikis, or video-sharing sites and cloud storage applications
based on snapshot replicas.
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1.3

1.4

Cross-platform replication of snapshots

Snapshot replication refers to a replication method between storage arrays. During this process, data is
infrequently updated at specified times by copying only the data changes from the primary (protected) storage
array to secondary (recovery) storage array. Since only data changes are copied, snapshot replication
typically uses less network bandwidth and requires less time. Cross-platform replication uses snapshots to
replicate only the changes between replication cycles.

Dell Storage terminology

See Table 1 for a list of terminology differences between PS Series and SC series replication

Table 1 PS Series and SC Series terminology differences for replication
Function PS Series SC Series
Asynchronous Asynchronous replication Remote Data Instant Replay?!
replication
Point-In-time copy Snapshot Data Instant Replay*
(PITC)
Application Smart copy Data Instant Replay*
consistent PITC
Server based host Auto-Snapshot Manager Replay Manager or Application
integration manager Protection Manager
Synchronous SyncRep Synchronous replication
replication
Volume on the Replica Remote Data Instant Replay*
remote array
Relationship Partners Source SC and remote SC
between source and
target
Storage subsystem Group Storage Center or SC

Y In the DSM Client, snapshot is now the common terminology for PITC for both platforms. The SC Series
term, Replay (or Data Instant Replay), will no longer be used. Replication is also the common reference
between both platforms.
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1.5

Important information

The following tables list important information regarding cross-platform replication functionality. Additional
considerations are covered in the DSM, PS Series, and SC Series release notes located on the appropriate

support site (see appendix A).

Note: The current replication functional, operational implementations are preserved for each storage system.
Cross-platform replication will be implemented for unique volumes not participating in any current replication.

Table 2 Both SC Series and PS Series
Function (S\;Jepselt\alg)ed
NAA (Network Address Authority) ID preservation for VMware® volumes No
IPv6 configured iSCSI or management No
Greater than 15 TB volumes No
Volume collections No

Table 3 SC Series functionality
Function (S\;lezeﬁg;} g
Live Volume or replicate active snapshot No
Compression or encryption of replicated data No
Simulate a replicated volume No
Portable Volume No
Predefine disaster recovery No
Test Activate Disaster Recovery Yes
Validate restore points No
Multi-point replication topology with PS Series No
Multi-hop replication topology with PS Series as source No

Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF
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Table 4 PS Series functionality

Function (S;Jepsp;'(\)lg)ed
Replicate a PS Series volume with a sector size of 4K bytes to an SC Series | No
system

Manage PS Series snapshot borrowing for replication in DSM No
PS Series multiple pool replication No
Application integration (Host Integration Tools and smart copy) with replicas. No
Automatic thin provisioning of cross-platform replication volumes that are Yes
promoted

PS Series Manual Transfer Utility (MTU) No
Replication of VMware Virtual Volumes (VVol) No
SCSI UNMAP operations on PS Series source volumes configured with cross- | No
platform replication

Compression of replicated data No
Shrinking a volume that is configured for replication if the source is a No
PS Series and the destination is a SC Series.

Replication of thin clones No
Replicate to primary No
Active volume replication No

Note: Please review the space considerations as described in Section 3.3 and 3.4

Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF
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Requirements for cross-platform replication

This section describes the requirements for managing cross-platform replication with DSM, minimum firmware
revisions for the platforms, and the supported replication configurations. It is recommended to review the
latest release notes for each platform on the appropriate support site (see appendix A).

Dell Storage Manager

Dell Storage Manager 2016 R1 or higher is needed for all cross-platform management functions.

PS Series model and firmware support

Cross-platform replication has the following PS Series requirements:

e PS Series firmware version 9.0 or higher
e PS Series model PS6610, PS4210, PS6210, PS-M4110, PS4110, PS6110, PS4100, PS6100,
PS6510, PS6010, PS4000, PS6500, or PS6000

For the latest information, visit the Dell PS Series support site (login required) for administration guides,
installation guides, and release notes.

SC Series model and SCOS support

Cross-platform replication has the following SC Series requirements:

e Storage Center Operating System (SCOS) version 7 or higher

e A supporting SC Series array, includes all except the SCv2000 Series

e SC Series Asynchronous Replication license (there is not a separate license for cross-platform
replication)

For the latest information, visit the Dell EMC SC Series support site (login required) for administration guides,
installation guides, and release notes.

Operating system requirements

Cross-platform replication supports block-only replication. Dell FluidFS is not supported with cross-platform
replication.

For volumes to fail over properly, the operating systems and their versions should be supported on both
platforms.

Host integration

PS Series Host Integration Tools (HIT) for the appropriate operating system is recommended for hosts
attached to PS Series storage. Smart-copy replicas for volumes in a cross-platform replication relationship are
not supported.

Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF DALEMC
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SC Series Replay Manager (RM) for Microsoft® or VMware may be used to create snapshots on the local
hosts for volumes replicating to a PS Series. However, the remote snapshots on the PS Series destination will
not be accessible through RM.

The SC Series DSM Server Adapter is recommended on SC-attached Microsoft Windows® and VMware
hosts. All SC-attached hosts should follow the best practices for that operating system.
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3.1

3.2

3.3
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Design considerations for replication

In general, both SC Series and PS Series systems have similar requirements for asynchronous replication.
They both use snapshot-based replication which requires only deltas for subsequent replication. Also, since
the data is asynchronously replicated, cross-platform replication may have a higher tolerance for long
distances and less-available bandwidth. However, even with these advantages, several physical aspects
should be considered carefully in order to ensure a successful cross-platform replication deployment.

e The bandwidth available must be adequate to meet the business objectives for data replication.

e Cross-platform replication requires an IPv4 IP network (iSCSI) and should not be shared with other
LAN traffic.

e Latency between sites should be considered with iISCSI replication across long distances. Higher
latency reduces the rate of data replication and can therefore may affect other business objectives
and dependencies such as minimum acceptable recovery point objective (RPO) and/or recovery time
objective (RTO).

Planning for replication

Answering the following questions will help determine which storage arrays to configure for replication, how
often to replicate the volumes, how many snapshots to keep, and how to coordinate the replication frequency:

e How large are the volumes?

e How much and how often does volume data change?

¢ How many copies of the volume (snapshots) should be kept?

e How much space is available on the PS Series and SC Series arrays to store replicated snapshots?
e What are the business recovery needs for the applications (RPO and RTO)?

e Who manages the replication and data-recovery process?

Primary and secondary server operating system considerations

When replicating between storage platforms, the operating system versions for both the primary and
secondary should be the same for proper failover. In addition, the host operating system should be supported
by both SC Series and PS Series storage.

PS Series space considerations

PS Series storage reserves space for replication, and cross-platform replication makes use of these reserves
appropriately depending on the direction of the replication. When PS Series storage is the source, the local
replication reserve is used to track changes; when PS Series storage is the target, delegated space is
used. Both reserves are required to accommodate replication and failover situations, and are configured
appropriately according to the following information.

Local replication reserve: This is configured by default to 200 percent of the source volume. This is the
amount of space reserved in the pool for replication operations. Local replication reserve keeps track of
changes that occur to the volume while it is being replicated. It also stores a failback snapshot (enabled by
default with cross-platform replication).

Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF DALEMC
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Because replication snapshots and failback snapshots are representations of the volume data at precise
points in time, the PS Series storage must maintain that state until the replication completes. To allow the
volume to remain online and in use during this time, PS storage uses the local replication reserve to
temporarily track changes to the volume while the operation is underway. When the replication is complete,
the local replication reserve space is kept for a failback snapshot.

Delegated space: This is the amount of space dedicated to storing snapshots during replication when the PS
Series storage is the target. Delegated space is required and will need to be allocated to accommodate
shapshots from the partner for either replication or failover. All replication reserves are confined to exist within
this configured limit.

B Configure iSCSI Connection [rou9ps6210e-xpr] -

Create Connection

General Settings
ISCS! Network Type Gigabit or greater w

|:| Ceonfigure using Network Address Translation (MAT)

Local Settings
Local iSC3| Controller Ports [rGuSps6210e-xpr]

Name Group IP iI3CSIName Description
@ réuSps6210e-xpr 10.10.6.245 ign.2001-05. com.eguallegic:xpr-controk-1 feefhb38-fSas-...
£ m >
Storage Pool default v
Storage Pool Free Space 67.23 T8
Delegated Space (For Remote PS Group) |g85.01 GB v

Remote Settings
Remote iISCS| Controller Ports [Storage Center §5142]

Name Status Slot Slot Port  IPv4 Address  Subnet Mask Gateway IPv4 Address
]'—_ﬂ Fault Demain 1 Control ... Up 3 1 10.10.20.40 255.255.0.0 10.10.20.1 ign.2002-03.com.comp
[l ]'—_ﬂ Fault Demain 2 Control ... Up 3 2 10.10.20.43 255.255.0.0 10.10.20.1 ign.2002-03.com.comp

Figure 2  Delegated space allocated for the remote PS group during iSCSI connection setup
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= Dell Storage Manager Client [10.124.4.202] [ [o [

STORAGE MANAGER Refresh|Edit Data Collector Settings|Edit User Settings| Help| Support| About

Storage 9 Monitoring 0 Alerts a

B 5u9ps6210e-xpr 5] Select Summary Pugins| < Actions| ™) Move §§ Delete| 58 Launch Group Manager
Status as of May 3, 2016 12:26:36 PM EDT =
Total Space  68.227TB Free Space 67.23TB (98.56%) o More Details

InUse Space M 1008.31 GB  (1.44%)

Storage Summary as of May 3, 2016 12:26:35 PM EDT

*l

Group space by use Delegated space details
-
Total Space WB8322TB B Total Delegated Space 966.01 GB
Wolume Reserve Space W 10.58 GB (0.02%) Used Delegated Space M 0 MB (0%) =
Snapshot Reserve Space M 10.58 GB (0.02%) o Free Delegated Space 965,01 GB (100%) _i
Replication Reserve Space  21.15 GB (0.03%) D —— Faiback Replica Space 1 0 MB (0%)
Total Delegated Space 966.01 GB (1.38%)
Storage Container Space I 0 MB (0%) 0 25,000 50,000 0 250 S00 750 1,000
Free Space 67.23 TB (98.56%) GB GB
Storage Pools as of May 3, 2016 12:26:35 Phl EDT 2
Name % Full Total Space Free Space Total Delegated Space  Used Delegated Space  # Members. #Volumes  #Snaps
Slhfﬂ.l 1.44% 68.22T8B 6723718 866.01 GB 0NMB 1 1

B Servers

& Replications & Live Volumes

B Monitoring

@ Threshold Alerts <
B Reports

n >

Figure 3  PS Series space usage example in DSM

Note: When the PS Series is the destination with Cross-platform replication, the maximum replicas to keep is
not available to the PS Series array. If the snapshots on the destination are not deleted regularly, the
delegated space may fill up and manual intervention may be required. Please review the PS Series release
notes for more information.

3.4 SC Series array space considerations

SC Series arrays are thin provisioned and do not reserve space for replication. The space is available from
the free space in the disk folder and will allocate space as needed.

Note: When the SC Series array is the destination with Cross-platform replication, the snapshot will be
retired based on the expiration time. The default is set to “Do not expire”, this should be changed to match
the business needs to avoid filling up the space on the SC Series array. Review the DSM release notes for
more information.
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SC Series replication and connectivity

SC Series asynchronous replication replicates snapshots between local and remote sites, offering easy-to-
implement disaster recovery. With SC Series replication, organizations can establish business continuity with
the granularity required to recover to any point in time. SC Series replication supports traditional Fibre
Channel replication or cost-effective, IP-based replication.

Although cross-platform replication requires the use of iISCSI connections for replication, the primary or
secondary hosts may be connected to SC Series arrays by any SC-supported connectivity option.

SC Series iSCSI replication considerations

SC Series storage provides replication throughput control to minimize overutilization of available network
bandwidth. When replicating from SC Series to PS Series storage, this bandwidth control needs to be
configured to enable replication. This is also known as the replication Quality of Service (QoS) for SC Series
replication.

SC Series replication QoS

Cross-platform replication requires replication QoS when replicating a volume between SC Series and PS
Series storage, or when the volume is failed over to the SC Series array and a Restore/Restart Disaster
Recovery operation is initiated.

Replication QoS allows for no limits, or can limit the overall bandwidth between storage platforms or the
percentage of bandwidth based on the day of week and the time of day.
= Edit Replication QoS Schedule =1

[ Qo8 Bandwidth Limit Schedule
Sunda Monda Tuesda Wednesda Thursda Frida Saturda

12:00 AM-12:59 AM [100%
1:00 AM-1:59 AM
2:00 AM-2:59 AM
300 AM-3:59 AM
4:00 AM-4:59 AM
5:00 AM-5:59 Al
6:00 AM-6:59 Al
7:00 AM-7:55 Al
G:00 AM-5:59 Al
9:00 AM-9:59 Al
10:00 AM-10:59 Al
11:00 AM-11:59 AM
12:00 PM-12:59 PM
1:00 PM-1:59 PM

Z:00 PM-2:59 P
3:00 PM-3:559 P
4:00 PM-4:55 P
5:00 PM-5:55 P
6:00 PM-6:55 P
7100 PM-7:55 P
&i00 PM-5:55 P

9:00 PM-9:59 PM
10500 PM-10:59 PM
11:00 PM-11:59 PM

| % cancel || #OK |

Figure 4  SC Series replication QoS bandwidth limit schedule showing no limit as the default
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4.1

41.1

Other methods for replication

This section covers other methods that address application and operating system business continuance and
disaster recovery.

VMware Site Recovery Manager (SRM)

VMware Site Recovery Manager (SRM) helps applications seamlessly migrate from the primary (protected)
site to the secondary (recovery) site during a disaster recovery. Storage Replication Adapters (SRAS) allow
SRM to interact directly with the PS or SC storage arrays.

Using array-based replication or vSphere replication with SRM

According to this VMware article, SRM supports two different replication technologies: storage-array-based
replication and vSphere replication. One of the key decisions when implementing SRM is which technology to
use and for which virtual machines (VMs). The two technologies can be used together in an SRM
environment though not to protect the same VM. Refer to the VMware article to understand the differences
and tradeoffs between the two different replication technologies: SRM — Array Based Replication vs.
vSphere Replication.

vCenter
server

vCenter
server

vSphere hosts vSphere replication

Storage array replication

Storage array Storage array

vSphere hosts

Figure 5 SRM between the same storage array platform
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4.1.2 Mixing PS Series and SC Series within the same SRM environment
PS Series and SC Series SRAs currently do not support replication between dissimilar platforms. Therefore,
customers using SRM between PS Series and SC Series arrays must use vSphere replication instead of
storage-array replication with SRASs.

vCenter vCenter
server server

vSphere hosts vSphere replication vSphere hosts

Storage array Storage array

Figure 6  Mixing PS Series and SC Series would need to use vSphere replication with VMWare SRM

4.2 Microsoft SQL Server Always-On Availability Groups
Microsoft SQL Server® provides this availability feature that allows for databases to replicate to each other.
Each database may exist on separate storage platforms. For more information, see the Microsoft article,
Overview of Always On Availability Groups (SQL Server).

4.3 Microsoft Exchange Database Availability groups (DAGS)
Microsoft Exchange Server provides this availability feature that allows for databases to replicate to each
other. Each database may exist on a separate storage platforms. For more information, see the Microsoft
article, Database availability groups (DAGS).

4.4 Oracle Data Guard and Real Application Clusters (RAC)

Oracle® also has many high availability features that allows for Oracle databases to replicate to each other.
For more information see the Oracle article, Database High Availability.

17 Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF DALEMC


https://msdn.microsoft.com/en-us/library/ff877884.aspx
https://technet.microsoft.com/en-us/library/dd979799(v=exchg.150).aspx
http://www.oracle.com/us/products/database/high-availability/overview/index.html

5.1

5.2

18

One-time migration

PS Series storage may be migrated to SC Series storage using the Thin Import feature for block storage
migration. This is intended for one-time migration and is not integrated with cross-platform replication.

PS Series to SC Series: Thin Import

Thin Import is a synchronous method for one-time migration of data from a PS Series volume to an SC Series
volume using a high-speed iSCSI connection. For more information, see the document, PS Series to SC
Series Storage Data Migration using Thin Import, and the related video on this topic.

PS Series FluidFS to SC Series FluidFS

Dell global services can provide methods to migrate from a Dell FS7610 or FS7600 system to the Dell
FS8600 platform. Contact your Dell account executive or channel partner for more information.
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Cross-platform replication functions

Cross-platform replication addresses the needs for asynchronous replication and features several main
functions to accommodate disaster recovery. These functions are summarized in this section.

Set up iISCSI connectivity between arrays

This is a one-time operation that will establish the iISCSI communication for replication between front-end
ports of both the SC Series and PS Series arrays. This will only need to be established once and will be used
for either direction of cross-platform replication. This process is performed through DSM with the Configure
iSCSI Connections operation (see section 8.1).

Replicate volumes between arrays

Cross-platform replication requires volumes to be configured between the two arrays and then replication may
be initiated manually or automatically with schedules. This process is configured through DSM with the
Replicate Volume operation (section 8.2). Manual replication of the snapshot is initiated with Replication
Now (section 9.1) if the PS Series array is the source, or Create Snapshot (section 9.2) if the SC Series
array is the source. Schedules (section 12) may automate the replication cycles.

Fail over volumes to a destination array

During a disaster or planned maintenance, volumes may need to be failed over to a destination array. This
process is through the Activate Disaster Recovery operation (see section 10) in DSM.

Fail back volumes to the original replication direction

Once the environment is back to normal, the data from the destination volume may be replicated back to the
original source array and then replication is reestablished as it was before the disaster or maintenance. This
process is also administratively initiated in DSM with the Restore/Restart Disaster Recovery operation (see
section 11).
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Install software and manage storage

Install and configure PS Series and SC Series arrays with appropriate connectivity, licenses, and host
integration tools per best practices. Make sure PS Series and SC Series storage have the appropriate
firmware or OS release as described in the requirements (section 2).

Install the DSM Client and Data Collector on Windows hosts (optionally both on the same host). To provide
easy discovery and management of volumes, install the DSM Server Agent on all SC-attached Windows
hosts.

Add a PS Series array to DSM

For the purposes of cross-platform replication, the PS Series replication components must be managed within
DSM.

1. Inthe Storage navigation tree, right-click Dell Storage and select Add PS Group.
2. Provide the hostname or IP address, and the user name and password.
= Dell Storage Client [10.124.4.240]

= ﬁ Dell Storage
— @ o

‘ | =
= Add PS5 Group
Hostname or IP Address 10401420
Uszer Mame grpadmin
Pazzword  [emess |
Folder = g PS Groups
CrozsPlatformPs
Koonnet
=]
W Create Folder
able Sp
= !
m
&
=
48 Back
5 Reports PS Groups as of February 2, 2016 9:01:33 AMEST

Figure 7 Add a PS Series array to DSM

Both the SC Series and PS Series arrays are now managed by DSM.
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3. Click the Storage or Summary tab to see the properties for the PS group (such as volumes, ACLs,

used and available storage, and snapshot space)

=) Dell Storage Client [10.124.4.240]

STORAGE MANAGER

C MU= Storage  Monitoring — Alerts

Dl Storage
£ storage Certers 8 RSU20CFXPR
o B ™ CrossPlatiormsc

LB RELN 25CR4E2THRR

J Select Summary Pluging| T4 Actions: @ Move x Delete g Launch Group Mansger

Status as of February 2, 2016 5:03:24 AM EST o
] a PS Groups
= e I
* B REU20CFXPR
Total Space 1821 TB Free Space 1414 TB (77 65%) ’ hore Details

InUse Space W 4.07 TB (22.35%)

Storage summary == of February 2 2 324 AMEST =
Group space by use Delegated space details
e —
Total Space W12 TB ’ Total Delegated Space 402 7B =
“alume Reserve Space W 133 GB(0.07%) r Used Delegated Space 1l 0 MB (0%) o
Snapshot Reserve Space W 133 GB(0.07%) -Iq Free Delegated Space 2 TE (49.78%) 1
Replication Reserve Space 266 GE (0.14%) r " Failback Replica Space 2.02 TB (50.22%) =
Total Delegated Space 402 TE (22.07%) o 4 7
Storage Container Space W O ME (0%) 0 10,000 0 2500
Free Space 1414 TB (77 65%) 0] ]
Storage Pools as of February 2, 2016 2:03:24 AMEST x
Mame % Full Total Space Free Space Total Delegated Space  Used Delegated Space # M
() defaut - EESD 1821 TE 1414 TE 402 TB 01 ME

B Rep:

Figure 8  SC Series and the PS Series arrays managed by DSM

Add a SC Series array to DSM

SC Series storage is completely managed by DSM.

Note: The Storage Center Manager web-based GUI that was included with SC Series controllers (except for
the SCv2000) is no longer available with SCOS 7.0.1 and newer. For information about the new web Ul, see

the Dell Storage Manager 2016 R1 Web Ul Administrator’s Guide available on Dell.com/support.

4. Launch the Dell Storage Client.
5. Enter the IP or host name for the Dell Storage Manager Data Collector.
6. Enter the credentials for the Dell Storage Manager Data Collector.
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7. Add a Storage Center (SC Series array):

Right-click the Storage Centers under the Storage panel.
Enter the hostname or IP Address.

Enter a user name and password.

Select a folder (optional).

a.

PooCT

Provide the IP address of the SC Series array and the login credentials.

STORAGE MANAGER

Cell Storage Client [10.124.4.240]

Refresh|Edit Data Callector Settings|Edit Uss

1| Edit Settings [ Create Folder

= @' Del Storage
— Storage Certars CrossPlatformSC
el CrossPlatformsc
& Add Storage Center

Provide login information for Storage Center

Hoztname or IP Address* g 2421 22|
Lzer Mame Acdimin
Pazzword LY

*Far Dual-Contraller Storage Center, enter Management [P Address or Hostname

Folder = ._* Storage Centers
s CrozsPlatformESc

|:| Inherit settings from existing Storage Center (must be Storage Center Administrator])

o Back

Figure 9

Add an SC Series array to the Dell Storage Client
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8 Get started with ISCSI replication

Before enabling cross-platform replication, iISCSI connections must be configured between SC Series and PS
Series storage platforms. Once the iSCSI connectivity is established, replication may occur in either direction.
Cross-platform replication is enabled at the volume level and must be configured on a volume-by-volume
basis.

8.1 Establish iSCSI connectivity between storage platforms

Use the following steps to configure the iISCSI connection between the PS Series and the SC Series arrays:

8. Click the PS Series array under Storage in DSM.
9. Right-click Actions > Replication > Configure iISCSI Connection.

Note: The action, Configure iISCSI Connection, only needs to be performed once, regardless of the
replication direction.

10. Select the target SC Series array.
11. Click one of the remote iSCSI controller ports to allow connectivity. Be sure this is a port that the PS
Series array may access.

E Configure 15CS51 Connection [réu9pséZ 10e-xpr] -
Create Connection

General Settings

ISCS| Metwork Type Gigabit or greater "
D Configure using Network Address Translation (NAT)

Local Settings
Local iSCSI Controller Ports [rSufps6210e-xpr]

Name Group IP iISCS| Name Deszcription
@ rGugpss210e-xpr 10.10.6.245 ign.2001-05.com.equallogic:xpr-control-1feefb3s-f5ab-..
< m >
Storage Pool default v
Storage Pool Free Space 67.23TB
Delegated Space (For Remote PS Group) |g966.01 GE W

Remote Settings
Remote iSC3| Controller Ports [Storage Center §6142)

Name Status Slot Slot Port  IPv4 Address  Subnet Mask Gateway IPv4 Address
=1 Fault Domain 1 Control ... Up 3 1 10.10.20.40 258525500 10.10.20.1 ign.2002-03.com.comp
|:| =1 Fault Domain 2 Control ... Up 3 2 1010.20.43 2585.255.0.0 10.10.20.1 ign.2002-03.com.comp

Figure 10 Configure the PS-to-SC iSCSI connectivity for replication

Note: Only one fault domain is supported for cross-platform replication.
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12. Configure Storage Pool and Delegated Space (For Remote PS Group) (see section 3.3),
13. Click Finish.

Note: At this point, the iISCSI connectivity between arrays has been established, however volume replication
is not yet enabled. This step is covered in the following sections.

8.2 Enable PS-to-SC replication on the volume

Once iSCSI connectivity is established, replication must be enabled on a volume-by-volume basis.

Select the PS group.

Click the Storage tab and select the volume on that PS group.

Right-click the volume and select Replicate volume.

Select the destination SC Series array (the target for the volume replication).

Change the Name of the destination volume (optional).

Select the Destination Storage Type.

Enter the Replica Time to Live to determine how long before a replication snapshot will remain
before it expires (default is do not expire).

=l Create Replication [r6u9ps6210e-xpr] [Storage Center 66142] -

Nooks~whpE

Replication Attributes

Transport Type iISCSI Only
Type Asynchronous

Destination Volume Attributes
Name ReplOfPStoSC-rBudps6210e

PS Group Replication Reserve

Destination Storage Type | (& assigned - Redundant - 2 MB hd
Replica Time to Live 0 Minutes w
[] Do Not Expire

Figure 11 Enable replication of PS Series to SC Series volume

Note: If the default is not changed, the remote snapshots will use up space on the SC Series array. Best
practice is to change this value to meet the business objectives for retaining replicas.
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Replication Attributes

Transport Type iSCS| Only
Type Asynchronous

Destination Volume Attributes

Name |RepIOTPStoSC-rEuspss210e )

PS Group Replication Reserve
Destination Storage Type | Assigned - Redundant - 2 MB v

Replica Time to Live 1 | | Hoursd v |

| [] Do Mot Expire |

Figure 12 Example of changing the replica time to live to meet the business objective.

8. Click Finish.
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Note: For PS-to-SC replication, the SC Series array allows a volume name to be modified.

STORAGE MANAGER

Dell Storage Manager Client [10.124.4.202]

mgs‘ Help|Su :-purt‘_»‘«t--:ut

Fl Dell Storage
! Storage Centers
‘a2 Storage Center 66142

B Servers

@ Replications & Live Volumes

B Monitoring
@ Threshold Alerts

B Reporis

-
= g réudps6210e-xpr
=g Volumes.
H PStoSC-rBudps6210e
i Recycle Bin
i Access

® PStoSC-réudps6210e

Volume Folder ﬁ Volumes

[ Show| g Edit Settings o9 Set Access Type i Clone [l Set Offine [ Create Schedule

Volume Space

2301 GB

1058 GB

Volume Space

Storage Pool (@ default
Notes
872 68
Snapshot Space
90 MB

Summary
General

Name PStoSC-r6u9ps6210e

Admin Status Online

Operational Status ~ Online

Shared Access Not Allowed

Access Type Read Write

iSCSI Connections 2

Sector Size 512 bytes.

505l access Restricted
Replications

Destination SAN Array
4 Storage Center 66142

Reported Space

Thin provisioning
‘Volume Reserve Space

Snapshot Space

Snapshot Reserved Space

Space Recovery
Snapshot Count

Volume Distribution

Destination WVolume

2 ReplOMStoSC-rEudpst2ite

Figure 13 DSM Client with a PS Series volume enabled for replication
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RAD Preference
Load Balancing

State

e

Wolume Reserve Space
Free Reserved Space
Unreserved Space
Reported Space

InUse Space

Snapshot Available Space
Snapshot Reserved Space
Total Used Snapshot Space

23.01 GB
Enabled

10.58 GB
W 186GB
12.44GB
W 2301 GB
W B72GB
W 1048GB
10.58 GB
[ ] %0 MB

10,58 GB (45.96%)

10,58 GB (100%)
Snapshot Space Warning Percent Threshold 90

Delete Oidest
1
Automatic
Enabled
Type
Asgynchronous
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The destination volume on the destination SC Series array will be visible from the Storage tab of the SC

Series array.

STORAGE MANAGER

=l Dell Storage:
Storage Centers
{24 Storage Center 66142
PS Groups.
g réudps6210e-xpr

Storage C Storage 7?7

Dell Storage Manager Client [10.124.4.202]

Refresh|Edit Data

Hardware 0 10 Usage 9 Charting 9 Alerts 9 Logs 9

B Servers

& Replications & Live Volumes

B wmonitoring

@ Threshold Aleris
5 Reports

He

rage Center 85142
Volumes.

%y ReplOfPStoSC-rBudps6210e
-[@] Recycle Bin

Servers

Remote Storage Centers
Remote PS Groups

Fault Domains

Disks.

Storage Types
Snapshot Profiles

] ReplOfPStoSC-r6u9ps6210e [ Show| i Edit Settings| &5 Map Volume to Server 4/ Remove Mappings p Create Snapshot

Index 28 Volume has not used any disk space on the Storage Center

Configured Size 2301 GB
Volume Folder ﬁ Volumes
Active Controller SN 65142

Summary

General Volume Growth
Serial Number 0001025e-0000001d Growth statistics are not yet available (several days
Device ID £000431001025¢00000000000000001d of data are required to compute growth)
Snapshot Profile List None Selected
Storage Profile |:| Recommended (All Tiers)
Storage Type @ Assigned - Redundant - 2 M8
Disk Folder Assigned
Data Reduction Profile None
Data Reduction Paused No
Replication Destination Yes
Host Cache Enabled No
Secure Data Used No

Created On
Wodified On

513116 9:07:09 AN
5/316 9:07:10 AN

Figure 14 Destination volume on the SC Series array

Note: At this point, the replication relationship is established, but replication will not start until the Replicate
Now option is clicked. This step is covered in the following section.

Enable SC-to-PS replication on the volume

Once iSCSI connectivity is established, replication must be enabled for the volume. This process is
functionally the same as when replication is enabled from the PS Series to the SC Series array. However,
QoS must be configured.

1. Selectthe SC Series array.
2. Click the Storage tab and select the volume on the source SC Series array.

3. Right-click the volume and select Replicate Volume.

Note: If no replication QoS nodes have been configured, you will be given the chance to create one.
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4. Select the destination PS Series array to replicate the volume.

Select an available Replication QoS Node.

6. Setthe PS group replication reserve percentage to accommodate the changes between replication
cycles (200 percent is recommended for fast failback).

) Create Replication [Storage Center 66142] [r6u9ps6210e-xpr] -

o

Replication Attributes

Tranzsport Type iSCS1 Only
Type Asynchronous
Replication QoS Node 2£ Demo-r-QoS v

Destination Volume Attributes
Name ReplOfSCioP3Wol

PS Group Replication Reserve

Total replica reserve (% of replica volume reserve. Min 105%) |2pq
Figure 15 Enable replication from a PS Series to an SC Series volume

7. Click Finish.

Note: In SC-to-PS replication, there is no volume created at the destination. For this reason, the destination
volume name may not be modified. This is because the destination volume exists only as a replica at the
destination. This replica becomes visible as a volume after it is promoted as part of the Activate Disaster
Recovery operation.

= Dell Storage Client [10.124.4.240]

STORAGE MANAGER Refresh|Edit Data

(o) Rle/ce Ol Hardware @ 10 Usage @ Charting @ Alerts @ Logs @

Dell Storace

! Storage Certers He» @0 ) ) .
toPSXPR 5 Show| i Edit Settings| 4 bap Volume to Server /4 Remove Mappings B Create Snapshot [7] Expand Yolume i Creste Boot from S
=& CrossPlatiormsc s RELN 25CE482THPR a » ” e
-4 ReU1 25ce4827 PR E-lig Wolumes Inclex: 104 Configured Canfigured Space 11 B
= P Groups =11 CrossPlatformReplication | olume Folder CrossPlatiormReplcation Free Space 103.15 GB
=~ CrossPlatformPs ¢ [ scloPsiPR “alume Active On Cortrollzr 64827 Tetal Disk Space 981 GB
B8 ReLIZOCFYPR w1 Gthervalumes 7.8 68 Actusl Space 785G8
i A 111 GB
; [ +] ReplOfPSl?ldVo\ume Active Space 765 GB (50%)
- @] Recycle Bin Storage Used Snapsht Space oME (0%)
E- Wy Servers RAID Overhead 1,96 GB (20%)
- Remote Starage Centers Savings vs RAD 1D 569 GB
- @l Fault Domaing 7.85 GB & )
- Disks
@ Storage Types Summary [YERINSS
L Snapshot Profiles
&-[F] Starage Profies General Velume Grewth
Serial Mumber 0000fei3k-00000073 Estimated Full Time
Device ID 6000431 000d36000000000000000073 Active Growth 0 MBiday
) ; Snapshot Growth 0 MBiday
Snapshot Profile List Diaily actusl Growth 0 MBrday
Storage Profile I:| Recommended (A1 Tiers)
Storage Type @ ssigned - Redundart - 2 ME
Dizk Folder Azsigned
Ciata Reduction Profile Mone
Data Reduction Paused Mo
Host Cache Enabled o
Crested On 2136 T:5221 PM
Moddified On DA E 12:01:07 A
Replications
Destination SAN Array Destination % olume State Type
3 RsU20cFRPR {8 ReplOfRT20XPRSC-Source 3 Up Asynchronous

& storage

Figure 16 The Dell Storage Client shows the SC Series volume enabled for replications
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For SC-to-PS replication, the destination volume is indicated under the PS Series Monitoring tab >
Replication > Inbound Replication.

= Dell Storage Client [10.124.4.240] - | o [

STORAGE MANAGER

Dell Storage
R

Storage Centers Refresh
& CrossPlatformSe =55 REL20CF PR
.85 RELN25CE4827XFR =-E] Logs Walume Partner Status
=B P2 Graups - E] Evert Logs ReplOfSCloPSvolume 1 snB4827 @ Ready
= CrossPlatformPS E] audit Logs

. RELZOCF PR

- Outhound Replication

nbound Replicaitor

- Replication History

Figure 17 The Dell Storage Client shows the destination volume on the PS Series

Note: At this point, the replication relationship is established. Data will be replicated once it is started
manually or through schedules.
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9 Manual replication

Replication may be started with a schedule or manually from DSM. To initially synchronize data between
platforms, manual replication is an easy method to test cross-platform replication functionality. At any point,
replication may be configured as a schedule to replicate updates when necessary.

9.1 PS Series to SC Series: Manual replication

Initiating snapshot replication from PS Series to SC Series storage is performed on the volume after the iSCSI
connections have been enabled and the volumes have been enabled for replication.

In the Dell Storage Client, click Replications & Live Volumes.

Make sure the arrays under the PS Series Source SAN Arrays are selected.
Right-click the PS Series source volume.

4. Click Replicate Now.

The status in Replications & Live Volumes shows the percent complete.

wn e

Note: On the Replication & Live Volumes dashboard, click the Replications tab to view replication status for
a volume.

Diell Storage Client [10.124.4.240] [= o

Replications ¢
Source SAN Arrays

Mame

Source SAN Array Source Yolume Destination SANM Array

<l B esuzoceion Destination Volume Type Stele  Synced % Complele  Amo
v
7 188 reunascesmnen & RsUZ0CFXPR 2} DSMCrested 2 RELH2SCE4E2THPR = ReplOfDSMCreated Asynchranaus Up | ro0% |
=
25 RELH2SCR4E2THPR @ sCicPSvalume 8 rsuzacFxPR 1 ReplOfSCloPSvolume.1 Asynchranaus Up [ roo% |
< m ¥ < m >
W Unselect A1 B Select Al
Destination SAN Arrays @ DSMCreated

& Edit Settings || Pause @ Source Wolume (@ Destination Volume| - Replicate Now/| 3§ Delsts
Name

3 ReUz0CFIPR
85 REL1ZSCR4E2THPR

Source SAN Array  RSLZOCFXPR Destination SAN Array  REU125CE4827XPR
Source Yolume DSMCreated Destination Yolume ReplOfDSMCreatad

Source Volume Snapshots

Destination Volume Snapshots
< m ¥
W Unssioct A1 . Seect A1 Created Time: Size Freeze Time Expire Time Size Description
Actions —_|e 133 GB & Active 0ME
z

19 2/0E 2:33:43PM Hever Expires 1.82GB

@4 save Restore Pairts

@ valate Restore Poirts

& Delele Test DR Valumes

eplications & Live volumes

< m >

Figure 18 Replication progress and status
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9.2 SC Series to PS Series: Manual replication

Initiating replication from SC Series to PS Series storage is performed on the volume after the volumes have
been enabled for replication and iISCSI connections have been configured.

1. Inthe Dell Storage Client, under the Storage navigation button, make sure the source SC Series
storage array is selected.
2. Right-click the source volume under the SC Series Storage tab.
3. Click Create Snapshot.
& Create Snapshot [SCtoPSvolume] -

Expire Time |4 hours

[ Do Mot Expire

W

De=chption | wanusly Crested

[[] creste volume from Snapshot

[

Figure 19 Create Snapshot on SC Series volume to initiate replication to a PS Series volume

The Replications tab under Replications & Live Volumes shows the percent complete.

4. Once complete, click Replications & Live Volumes > Replications > Snapshots to view the status
of destination volume snapshots. The replication that recently completed should be listed.

Note: Progress can be monitored from the Replications & Live Volumes tab. Click the refresh button to view
the current status.

& Dell Storage Client [10.124.4,240] - | = |

STORAGE MANAGER

Replications & Live Volumes  C JEEERIFEVGIEEE Live Volumes 9 QoS Nodes Q Restore Points Q Recovery Progress Q Remaote Data Collector 9
Source SAN Arrays

Mame.

B rsuocnn Source SAN Array Source Volums Destination SAN Array Destination Volume Type State Synced [ % Complete | Amg
v
P — L RELM25CE482TIPR b SCtoPSwalume = RSU20CFIPR ‘= ReplOfSCloPSvolume.1 Asynchronous Up 541
=
< n > < m >
W Unselect Al B Select Al
Destination SAN Arrays @ SCtoPSvolume & Ecit Settings [ Pause| i@ Source Volume| 2 Set Threshald Alert Defintions| 3§ Delete
Mame

Source SAN Array  RELM2SCE4827 PR Destination SAN Array  RSU0CFXPR
3 rsuzocFPR Source Yolume SCloPSvolume Destination “Yolume ReplOfSCloPSvalume.1
5 REL125CE4E2TXPR

Snapshots orts
Source Volume Snapshots Destination Volume Snapshots
< n >
W Unoclort A1 B Setoct A1 Freeze Time Expire Time Size Descrigtian Created Time
- | active oMe } FriFeb 05 07:31:17 EST 2016
Actions ry
[ 2sne 123059 P 2/5/16 1:30,50 P 557 GB Manually Cregted J2 Fri Feb 05 07.00:20 EST 2016
3
@ Save Restore Points & 2EA6 120001 P 26016 1:00:01 PM £.63 GB Daily every 1 hour between 8:00

@ valuate Restore Ports
@) Delete Test DR Wolumes

Replications & Live volumes

Figure 20 Replication progress and status
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Activate Disaster Recovery (failover)

Disaster-recovery scenarios may be tested and manually controlled with cross-platform replication in DSM. In
the event of an actual production disaster, many other steps related to the facilities, network, and host
applications may be necessary. The steps in this section only provide a general guide based on the Dell
Storage perspective of disaster recovery.

The process to activate the disaster recovery array through DSM includes these general steps:

E NS

Select restore points.

Activate disaster recovery.

Select destination server.

Establish connection from the destination server to the destination volume.
- For PS Series to SC Series: Map volume to server
- For SC Series to PS Series: Add ACL to server

Bring the disk online.

PS Series to SC Series: Activate Disaster Recovery

This procedure demonstrates failover of a PS Series to an SC Series volume. The replicated volume will
become accessible on the target SC Series array and destination host.

1.

Launch DSM.

2. Click Replications & Live Volumes.
3. Select the source and destination SAN arrays.

Replications & Live Volumes

Source SAN Arrays

Hame

STORAGE MANAGER

[&1 Replications

s

Live Volumes @

He!resnl Edit Data Collects L.-emngsl Edit User EemngslHelp‘ Eup-p-urtl_n.l:-:ut

QoS Nodes @ Restore Points @ Recovery Progress @ Remote Data Collector €

| ! réuSpss210e-xpr I

L Storage Center 86142

Destination SAN Arrays

réudps6210e-xpr

W Unselect Al W Select All

Hame

» Storage Center 86142 I

Actions

@@ Save Restore Points
& Walidate Restore Points
§3¥ Delete Test DR Volumes

Storage

B Servers

@ Replications & Live Volumes

Select source and destination arrays and click Restore Points

Figure 21

W Unselect All W Select Al

ry

&

Source SAN Array

=5 reuop=6210e-xpr |} PStoSC-r6ugps6210e

Source Volume

= Storage Center 66142

Destination SAN Array

Destination Volume

7 Repl0PStoSC-réusps6210e

Typ
Asynchror

>

Source Volume

Summary

Banlinatinm Inf

& PStoSC-réudps6210e

Source SAN Array  réu8ps5210e-xpr
PStoSC-rBuSps6210e

P P

£ Edit Settings ]| Pause| & Source Volume & Destination Volume| J» Replicate Now/| 3§ Delete

Destination SAN Array  Storage Center 65142
Destination Wolume ReplOfPStoSC-rBudpsE210e

[T TRYCIT S P [ gt
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4. Click Restore Points.

STORAGE MANAGER £3k| Edit Data Collector Settings|Edit Usel
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. Storage Center 66142

Figure 22 Click Restore Points

5. Select the desired disaster recovery source/destination volume pair:
a. Click Activate Disaster Recovery.
b. Select the source and destination SAN array in the wizard.
c. Click Next.
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Figure 23 Activate Disaster Recovery
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6. Check the box, Allow Planned Activate Disaster Recoveries and click Next.

Disaster Recovery Warnhing
This wvill make the destination “Waolumes of your replication visible to a server by activating it
The replications will no longer be valid once this operation is complete
If wou are using ssync replications you will lose all data that has not made it to the destinstion

1 Activating & Planned Disaster Recovery for a Managed Replication will delete the managing Live Yolume

Figure 24 Warning before activating disaster recovery

KEIEES

7. Check the box next to the desired source volume under Available Restore Points and click Next.

No Longer Available Restore Points

Source Volume Destination SAN Array Destination Volume Live Volume Status DR Activated State
Available Restore Points
Source Volume Destination SAN Array Destination Volume Live Volume Status DR Activated State
| E @ PStoSC-réu9pss210e E Storage Center 65142 ﬂ ReplOfPStoSC-rEudps6210e No Up No Replication Run...
W Unselect Al p Select Al

2 Hep

= B

Figure 25 Auvailable restore points
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8. Confirm the source and destination and click Finish.

= Activate Disaster Recovery -
&) Edit Settings
Source Volume Destination Volume Name Server Snapshot Recommi
2 PStoSC-rEudps6210e = ReplOfPStoSC-rEudps6210e DROfPStoSC-rBulps6210e
< m >
(e | A7

Figure 26 Confirm the source and destination volume
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Figure 27 Monitor the status of the failover
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10.2 SC Series to PS Series: Activate Disaster Recovery

This section shows how to perform a failover from an SC Series to a PS Series volume. The replicated
volume will then be accessible on the target PS Series array and destination host.

1. Inthe Dell Storage Client, click Replications & Live Volumes.
Select the source and destination SAN arrays.
3. Click the Restore Points tab.
= Dell Storage Client [10.124.4.240] - | o=
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s | Replications @ Live Volumes @ QoS Nodes @ ?

Walidate Restore Points: \l" Restore/Restart Disaster Recovery Yolumes @ Activate Disaster Recovery 931 Test Activate Disaster Recovery h) Predefing Disaster Recovery

Source SAN Arrays
Narme
Source SAN Array Source Yolume Destination SAN Array Destination alume DR Activated  Live Yolume Status
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@ validate Restore Pairts
@ Delete Test DR Volumes

& Replications & Live Volumes

B mon

Figure 28 Restore point activation on the SC Series array
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4. Select the disaster recovery source and destination volume pair to activate disaster recovery.
5. Click Activate Disaster Recovery. A wizard will launch.

6. Select the source and destination SAN Array.
7. Click Next.

=} Dell Storage Client [10.124.4.240] =B =
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Figure 29  Activate Disaster Recovery

8. Check the box, Allow Planned Activate Disaster Recoveries and click Next.

= Activate Disaster Recovery

Disaster Recovery Warning

Thiz will make the destination Volumes of your replication visible to a server by activating it
The replications will no longer be valid once thiz operation is complete
If yaou are using async replications you will lose all data that has not made it to the destination

Ellowy Planned Activete Disaster Recoveries

1 Activating a Planned Dizaster Recovery for a Managed Replication will delete the managing Live Wolume

Figure 30 Allow Planned Activate Disaster Recoveries
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9. Check the box next to the source volume in the Available Restore Points section and click Next.
=

Activate Disaster Recovery -
No Longer Available Restore Points

Source Yolume

Destination SAM Array Destination “olume Live “olume Status DR Activated State
Available Restore Points
Source Yaolume Destination SAM Array Drestination Yaolume Live Yolume Status DR Activated State
| \,{j SCtoPSvolume | @ RSUZ0CFXPR i ReplOfSCtoPSvolume 1 [{a] 0 Daweny Mo
Figure 31 Select the available restore point
10. Confirm the source and destination and click Finish.
= Activate Disaster Recovery -
&b Edit Settings
Source Yolume Destination Yolume Mame Access Snapshot Recomme
L SCtaPSvolume ‘= ReplOfSCloPSvolume.1 DROTSCtoPSvalume
< n >
e |[ @ ]
Figure 32 Confirm the source and destination volume
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Figure 33 Monitor the status of the failover
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PS Series to SC Series: Establish server connection

In most disaster scenarios, the volume will need to be accessed by a destination server attached to the SC
Series array to allow for review or changes to the volume and possible restore. The SC-attached server
needs to be added to DSM before access is possible to the volume.

10.3

In the Dell Storage Client, click Storage Centers and select the destination SC Series array.
Click the destination volume and click the Mappings tab.

If no mappings exist, click the Map Volume to Server option.

Select the destination server.

Establish mappings to the activated destination volume.
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Figure 34 SC Series volume mapped to the DR server

On the destination server, the volume should be online (may require a rescan).

DeALLEMC
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The volume contents on the disaster recovery server should show the data as it was after the last replication

cycle.
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Figure 35 Volume contents on the target for this example
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10.4

41

SC Series to PS Series: Reestablish server connection

Once the Activate Disaster Recovery operation is completed, the volume may need to be accessed by a
destination server to allow for review or changes to the volume and possible restore.
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Figure 36 After disaster recovery, the primary volume is no longer mapped

To establish access to the destination volume on the PS Series array:

1.

In DSM > Storage tab for the PS Series, click the volume and click Access.

2. Select existing Access Policy Groups, Access Policies or Basic Access Points, or create a new ACL.
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Figure 37 Establish PS Series access to the destination server
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The target volume shows the data as it was from the last replication cycle.
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Figure 38 Activated volume on the PS Series array
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11.1

43

Perform a restore (failback)

The restore operation simply restores the original target volume with the contents of the failed-over volume
and restarts the replication. This failback procedure is the next step after the completing the steps to Activate

Disaster Recovery.

PS Series to SC Series: Restore

From the Dell Storage Client, click Replications & Live Volumes.
Click the Restore Points tab.

Click Restore/Restart Disaster Recovery. This will launch a wizard.
Select the source and destination SAN arrays and click Next.
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Figure 39 Select the PS Series source and the SC Series destination SAN array

Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF

DeALLEMC



5. Click Next when presented with the restart and recovery warnings.

Restart Warning
If the source Yolume iz available and the destination Yaolume has not been activated this just re-crestes the original Replication or Live Yaolume

Recovery Warning
If the Restore Point has been activated from the DR or the source Yolume is no longer available, the data will be replicated back from the Destinstion

If miot just mirroring back the ariginal replication will be re-crested
You must deactivate the destination Wolume before the recover will finish

e | [F]
Figure 40 Restart and recovery warning
6. Select the desired restore point and click Next.
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<| m >
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Figure 41 Select the available restore point
DeALLEMC
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7. Confirm the source and destination volume and click Finish.

&) Edit Settings

Source Volume Destination Yolume Live Yaolurme Replicate Active Snapshot DeDuplication Access

<| n RE

| @Beck || Finish |

Figure 42  Confirm the restore

* Note: e voume i not o, very that he correct ACL is nabled an the ISCS1target s connected.
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11.2 SC Series to PS Series: Restore

1. Inthe Dell Storage Client, click Replications & Live Volumes.

2. Click the Restore Points tab.

3. Click Restore/Restart Disaster Recovery. This will launch a wizard.
4. Select the source and destination SAN arrays and click Next.
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Figure 43 Restore/Restart Disaster Recovery Volumes window (SC Series to PS Series)

5. Click Next when presented with the restart and recovery warning.
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6. Select the desired restore point and click Next.

No Longer Available Restore Points
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Figure 44 Restore to the available restore point (destination on the PS Series array)

7. Confirm the source and destination volumes and click Finish.
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Figure 45 Verify the source and destination

a7 Dell Storage Cross-Platform Replication Solution Guide | 3158-CD-INF DALEMC



48

8. Click the Storage tab for the SC Series array and click Mappings and to verify the configuration.
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Figure 46 View server mappings
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9. If mappings are not present, remap the volume to the original server. Then, verify the volume is online
and replication will continue as before.
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Figure 47 After the restore, the SC Series volume shows the replication status
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Active Space 12.2 GB (80%)
Smapshot Space aMB (0%)
RAID Overhead 305 GB (20%)
Savings v RAID 10 915GB
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Set up schedules for automated replication

Replications can be automatically started through replication schedules, or they can be manually started with
the Replicate Now option for PS-to-SC replication or the Create Snapshot option for SC-to-PS replication.

PS Series to SC Series: Replication schedule

PS Series storage has schedules based on snapshots or replicas and may have multiple types for a single
volume.

To set the schedule on a PS-to-SC replicated volume in DSM:

1. Right-click the PS Series volume and select Create Schedule.
2. Enter the Name, Frequency, Schedule Type (Replication Schedule), and the maximum number of

replicas to keep. Click OK.

&= Create Schedule [PStoSCWolume]
Schedule
Enable Scheduls
| Hame PShourlyReplication
Frequency Hourly Schedule (run at & specified time interval)  w
Schedule Type ) ghopapot Schedule |® Replication Schedule

Start and End Dates

Start Date |Fep 5, 2016 j [] End Date J

Time of Day
(®) At specific time
12:00 M -5
) Repeat Interval
1 hour
Eetvween the following times

~

Start |12:00 am o ENd 1200 am RS

Replica Settings

Maximum number of replicas to keep (1 - 512} 5|

| % Cancel || 4 0K |

Figure 48 PS Series volume snapshot and replication schedule
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STORAGE MANAGER

Y surrery R Vetorng Aers

Dell Storage

Starage Certers *» .
| Show | K Edit Settings <2 Set Access Type i Clone [B Set Offline [ Create Schedule By Edit Snapshot Palicy By Create Snapshet
& crossPiatiomae = B reuz0croR B PStoSCWolume =) Qa os o o i Clone [ il » P v B pahot|
. _
= REU12SCE4827:PR Wolumes Volume Folder (5 Volumes Volume Space “olume Reserve Space 519.23 GB
=38 s Groups DSMCrested Storage Fool () cefaut Free Reserved Space W 9395GE
CrossPlatformPS DSMKPRYZ Nates Unreserved Space 14378
..... g R5U20CFXPR PSOIEValume 50028 GB Reported Space [ ] 218
278
PStoSCYolume InUse Space W 50928 GE
B xPRPSvolme Snapshot space Snapshot Availble Space W 514 82 GB
[@) Recycle Bin Snapshot Reserved Space B 519.23 GB
- Access

Tolal Used Snapshet
41 55 Gl Used Snapshot Space. B 441 GB

519.23 GB

Snapshot Schedule Summary  Replication Schedule Summary

Snapshol Schedules 0 Replication Schedules 1
Running Snapshot Schedules 0 Runring Replication Schedulss 1
Hext Snapshiot Hext Replica 2EA16 12:00:00 AM
Schedules
, Actions
Hame Creste Start Date Start Time Status
PShourlyReplication replica on sng4827 020516 12:00 &M Enahle

Figure 49 Replica schedule created on a PS Series volume

12.2 SC Series to PS Series: Replication schedule

SC Series storage uses schedules based on snapshots which trigger replication if the volume is replicated to
another array. These are known as Snapshot Profiles, and several pre-defined profiles exist. In the event
that an existing Snapshot Profile does not fit the business requirements, a custom Snapshot Profile may be
created.

& Select Snapshot Profiles -

Mame Snapshot Creation Method Rule Court “olume Court
[¥] Daily Standard 1 b
[P Hourly Stancard 1
L] [ Sample Stancard 3
[ [#8 wieekly Standard 1
£ m »

B Unzelect Al B Select Al
Cumulative Rules for Selected Profiles

Mame Expiration Frequency Time
Craily &t 12:01 A6 1 week Craily Time of Day 1201 AM

Interval 1 hour

Daily every 1 hour be... 1 hour Draily Start Time 5:00 &b End Time 5:00 Ph

Figure 50  Snapshot Profile created on the SC Series volume
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Replication occurs according to the selected SC Series volume Snapshot Profiles.

Dell Storage Client [10.124.4.240]

STORAGE MANAGER

Settings|Edit

licati Li [& Replications 7 [ENERYGITLES 0 QoS Nodes Q Restore Points 9 Recovery Progress Q Remote Data Collector 9
Source SAN Arrays
Hame
Source SAN Array Source Volume Destination SAN Array Destination Yolume State Synced | % Complete | Ama
3 rsUz0CFKPR
RBL1 25CE4827HPR <) SCtoPSvolume RSUZOCFXPR ReplOTSCloPSvolume. 1 v
&5 REL125CE482TIRR = 2 = o Fenl Gw
< m > < m >
W Uniselect Al B Select Al
Destination SAN Arrays @ SCroPSvolume ) Edit Settings || Pause| i Source Walume| 7 Set Threshald Alert Defintions| 3§ Delete
Hame
Source SAN Array  REUIZSCB4827KPR Destination SAN Array  RSUZOCFXRR
& rsuzocrxpR Source Yalume SCloPSwolume Destingtion Yolume ReplOTSCloPSvolume. 1
%5 REL125CE482THPR
= Snapshots

Source Volume Snapshots

Destination Volume Snapshots
< m >
b Unseloct a1 Bp Soct a1 Freeze Time Expire Time Size Description Created Time
e || i active 0ME }@ FriFeb 05 07.00:20 EST 2016
i
}© 21506 1200:01 P 2ISHE 1:00:01 P 6.63GB Dally svery 1 hour betwesn 600
@ Save Restare Painls
@ Valdate Restore Points
¥ Delete Test DR volumes
<

Figure 51
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SC Series source volume snapshots created by a schedule (Snapshot Profile)
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Summary

The introduction of cross-platform replication is part of the ongoing commitment by Dell to consolidate and
simplify storage management. Cross-platform replication enables customers to maximize their storage
investment in mixed environments with both PS Series and SC Series storage. The cross-platform replication
feature through DSM is also an important step towards achieving a single-pane-of-glass management
experience for both the SC Series and PS Series storage platforms.
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A Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Dell TechCenter is an online technical community where IT professionals have access to numerous resources
for Dell EMC software, hardware and services.

Storage Solutions Technical Documents on Dell TechCenter provide expertise that helps to ensure customer
success on Dell EMC Storage platforms.

A.l Referenced or recommended resources

See the following referenced or recommended Dell publications:

o Dell Storage Cross-Platform Replication video series

e Dell PS Series Configuration Guide

e Dell Storage Center Deployment Guide at Dell.com/support

o Dell Storage Center Dell Storage Client 2016 R1 Administrator’s Guide at Dell.com/support
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