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Executive summary

5

The Dell™ Storage portfolio continues to expand with additional platform offerings as well as provide
increased functionality on those platforms. A feature included with the release of the Dell Storage Center
Operating System (SCOS) 7.0 is support for the iSCSI over Data Center Bridging (DCB) Institute of Electrical
and Electronics Engineers (IEEE) standards within the Dell Storage SC Series arrays. While the IEEE DCB
standard has been supported on the Dell PS Series, the support of DCB is new for the Dell SC Series
controllers and corresponding management software, Dell Storage Manager (DSM). This document
provides an overview of how to configure DCB in a SCOS 7.0 SAN environment.

With the release of SCOS 7.0 and this document, DCB is only supported on the Dell SC9000 model.
Support for the IEEE DCB standard within existing Dell SC Series, such as the Dell SC8000 model, is not
planned.
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Introduction

Data Center Bridging (DCB) is a set of networking standards that were created to enable the transmissions
of Fibre Channel over Ethernet (FCoE) networks to ensure lossless delivery of Fibre Channel (FC) traffic
from Ethernet hosts to FC or FCoE native storage targets. Over recent years, this technology has been
extended to deliver similar benefits for iSCSI storage solutions and continues to gain acceptance with
storage networking device manufacturers and customers. With the release of SCOS 7.0 and DSM 2016 R1,
Dell supports DCB for iSCSI on the Dell SC Series platform. Given that all network elements in a DCB-
enabled iSCSI SAN need to support DCB, Dell offers PowerEdge™ converged network adapters (CNAs)
and Dell Ethernet switches that support DCB for iSCSI. A complete listing of all Ethernet switches and
CNAs validated for DCB compliance with Dell Storage SC Series can be found in the Dell Storage
Compatibility Matrix.

Objective

This document provides configuration details of the DCB requirements for SCOS 7.0 and assists with
identifying and verifying DCB configuration steps in a Dell Storage SAN. This information may be used to
ensure that DCB is properly enabled and configured across all devices in a SAN.

Note: For an in-depth tutorial of DCB, refer to Data Center Bridging: Standards, Behavioral Requirements,

and Configuration Guidelines with Dell Equallogic ISCS/ SANS.

Audience

This paper was written for solution architects, storage network engineers, system administrators, and IT
managers who are interested in implementing DCB practices on Dell Storage. It is expected that the
reader has a working knowledge of DCB, iSCSI, and SAN network design.
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Terminology

CEE: Converged enhanced Ethernet (CEE) is an enhanced single interconnect Ethernet technology
developed to converge a variety of applications in data centers. Dell Storage SC Series do not support the
CEE standard for converged networking.

CNA: Converged Network Adapter

CoS: Class of Service, which is a 3-bit field in the VLAN tag (Also known as Priority Code Point) as per IEEE
802.1Q Standard

DCB: Data Center Bridging
DCBX: Data Center Bridging Exchange Protocol (IEEE 802.1Qaz).

ETS: Enhanced Transmission Selection, IEEE 802.1Qaz, provides a common management framework for
assignment of bandwidth to frame priorities.

FCoE: Fibre Channel over Ethernet

FCoE TLV: Refers to support of FCoE protocol in the application priority TLV.
iSCSI TLV: Refers to support of iSCSI protocol in the application priority TLV.
LLDP: Link Layer Discovery Protocol (IEEE 802.1AB)

NDIS: Network Driver Interface Specification is an application programming interface (API) for network
interface cards (NICs) that is only supported by Microsoft.

NIC: Network Interface Card
PCP: Priority Code Point, which is a 3-bit field in the VLAN tag (Also known as Class of Service)

PFC: Priority-based Flow Control provides independent traffic priority pausing and enablement of lossless
packet buffers/queueing for iSCSI (IEEE 802.1Qbb).

PG: Priority Group (an obsolete CEE version term)
TC: Traffic Class (IEEE version term; Also known as Priority Group in CEE version)
TLV: Type Length Value is an Ethernet control frame format used by LLDP.

VLAN ID: Virtual LAN Identifier, a packet header to identify which VLAN the packet belongs to, more
specifically which port(s) and or interface(s) to send a broadcast packet to (IEEE 802.1Q).
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DCB configuration guidelines

DCB requirements summary

It is required that all devices in a Dell Storage SAN support DCB for iSCSI when this functionality is enabled.
If any device in the SAN does not support DCB, then DCB must be disabled on the switches for the entire
SAN. Once all devices in the SAN are DCB compliant, then DCB can be re-enabled. Devices that are
designated as DCB Supported in the Dell Storage Compatibility Matrix have been fully validated by Dell to
ensure compatibility for Dell Storage SANs. DCB capable devices must support the following DCB version
IEEE standards:

¢ VLAN tagging within an iSCSI SAN where DCB configuration values are embedded within the
Ethernet header (IEEE 802.1Q).

e DCBX: DCB protocol (which is dependent upon LLDP) that performs discovery, configuration and
mismatch resolution using the Link Layer Discovery Protocol (IEEE 802.1Qaz).

e iSCSI application priority: Support for the iSCSI protocol in the application priority DCBX Type
Length Value (TLV). Advertises the priority value (IEEE 802.1p CoS, PCP field in VLAN tag) for iSCSI
protocol. End devices identify and tag Ethernet frames containing iSCSI data with this priority
value.

e ETS: (IEEE 802.1Qaz) Provides minimum, guaranteed bandwidth allocation per traffic class/priority
group during congestion and permits additional bandwidth allocation during non-congestion.

e PFC: (IEEE 802.1Qbb) Independent traffic priority pausing and enablement of lossless packet
buffers/queueing for iSCSI.

Note: With the release of SCOS 7.0, only the DCBX IEEE version is supported, not the CEE pre-standard
DCBX version.

SCOS 7.0 and DSM 2016 R1 configuration process overview

Note: With all network configuration changes, there is the possibility of service interruptions within a
SAN. Network changes required to properly configure DCB for SCOS 7.0 will result in a temporary loss of
connectivity within a SAN. Dell strongly recommends that all network environment changes are
performed during a planned maintenance window.

This section provides required steps to configure DCB for SCOS 7.0 and DSM 2016 R1 while section 3
contains detailed steps for specific Dell switches as well as other models. Sections 4 and 4.2 contain
detailed steps for configuring QLogic® 57810 and Intel® X520 CNAs for those iSCSI hosts within a SAN
needing DCB support.

These steps apply to both new deployments and existing deployments that use DCB. It is important to
verify that all components in the SAN are listed in the Dell Storage Compatibility Matrix as validated for use
with DCB. If multiple switches are in the path between iSCSI Hosts and SC Series arrays then all
configuration steps in section 3 must be applied to these switches. For SAN deployments with two or
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more switch hops, refer to the Data Center Bridging. Standards, Behavioral Requirements, and
Configuration Guidelines with Dell Equallogic ISCSI SANs document for additional configuration guidance
and considerations.

ISCSI fault domain configuration

The first step to configure DCB on the SC9000 is to create a fault domain. This paper focuses on two FDs,
each within their own respective subnet and the same VLAN. It is possible to have both FDs within the
same subnet and VLAN. Multiple FDs can be created in the Dell SC9000 that can be added to any
configured subnet assigned to the same array. The implementation of multiple fault domains prevents a
single point of failure in the network so that |/O is never impacted during times of hardware failure. Dell
recommends a minimum of two fault domains for fault tolerance.

A fault domain is used to create redundant paths between a host server and the array. The implementation
of multiple fault domains prevents a single point of failure in the network so that I/O is never impacted
during times of hardware failure. The fault domains can also be configured to use unique network subnets
and allow an administrator to segment server access to the array.

For the purposes of this paper, the Dell SC9000 was configured through DSM with two iSCSI FDs.

Table 1 iSCSI Fault Domain IPv4 Configuration

Port identification Virtual management Top controller Bottom controller
IPv4 address IPv4 iSCSI SAN address | IPv4 iSCSI SAN address

iSCSI FDO1 (172.16.31.0/24)

T520 Dual Port 10Gb iSCSI 172.16.31.100 172.16.31.101* 172.16.31.102*

iSCSI FD02 (172.16.32.0/24)

T520 Dual Port 10Gb iSCSI 172.16.32.100 172.16.32.101* 172.16.32.102*

*Shown in Figure 2 and Figure 3.

From within DSM, select Storage in the top menu and then expand Fault Domains. Click Create iSCSI
Fault Domain from the top right-hand menu.

Refresh|Edit Use s | Help | Support | Ahout

? Hardware @ Charting @ Aerts @ Logs (7]

He» & Fault Domains & Generate Default Front End Fibre Channel Port Configuration| s Creste Fibre Channel Fautt Domairl i Creste (SCS| Fault Domain I
Sy Storage Center 66128
+§Z “olumes Fibre Channel Tranzspaort Mode  Wirtual Port
+- il Servers
= Fault Domains i § r—— §
= Fault Domains Front End Ports Back End Ports Unconfigured Ports NAT Configuration
+-__| Fibre Channel
4] \,\ Disks Mame Transport Type
+- @ Storage Types _ )
.15 Snanshot Profiles & Domain 0 Fibre Channel

Figure 1 DSM 2016 R1 - iSCSI fault domain creation
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Within the Create Fault Domain window, create a logical name for this iSCSI fault domain, configure the
IPv4 virtual management address, the VLAN ID for the iSCSI SAN, and the physical iSCSI ports that will
make up this unique fault domain.

Note: Do not edit or change the Class of Service Priority default value of Owhen configuring any iSCSI
FD for DCB. Ensure the proper VLAN ID has been provided so the Dell SC9000 can receive the DCB
configuration information from the SAN switches.

= Create Fault Domain [Storage Center 6&128] -
Create iSCSI1 Fault Domain
Maime ISCSI FDM
Tranzsport Type i=CEl
1Pvd

Target IPv4 Address 1721631 100

Subnet Mazk 25523525350
Gateweay IPvd Addrezs goon

VLAN Options
WAt Tamer
YLAN ID a7
Clazz of Service Priority g <= DO NOT EDIT
Select at least 2 ports and set their IPvd addresses
Mame Cortraller Slot Slot Port WLAN IPvd Address
[] ™ 5000031001025013 SM 66128 3 2
J® 5000031001025014 Sh 66128 3 1 1724631 101
] ™ 5000031001 02501F SH 66129 3 z
J# 5000031001025020 SN 66129 3 1 172.16,31,102

B Unzelect 21 B Select 21

oo | [ @0 |

Figure 2 DSM 2016 R1 - iSCSI FDO1 creation

Repeat the steps above to create a secondary iSCSI FD within DSM. Figure 3 provides a screenshot
showing the creation of the secondary iSCSI FD.
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= Create Fault Domain [Storage Center 66128] -

Create iSCSI Fault Domain

IName iSCSI FDO2 I
Transport Type iSCSl
1P

Target IPvd Address 17241632100

Subinet hazk 2552552550
Gateway IPvd Address (ppooo

VLAN Options
| WLAN ID 407 I
Class of Service Priority g <:= DO NOT EDIT

Select at least 2 ports and set their IPv4 addresses

Iame Controller Slat Slot Part LAN IPvd Address
I ¥ s000031001025013 SN 66128 3 2 (1721832101 I
] [ 5000031 00102501 4 SN 66125 3] 1
I ¥ s00003100102501F SN 66129 3 2 172.16.32.102 I
] [ 5000031 001025020 SN 66129 3] 1

W Unsslect &1 i Select 21

cwes |[ 40K

Figure 3 DSM 2016 R1 — iSCSI FD0O2 creation

2.4 ISCSI fault domain MTU settings

Once both iSCSI FDs have been created, Dell recommends configuring Jumbo Frames for the MTU in
each iSCSI FD, however this is not a requirement. From DSM select Storage from the top menu and
expand Fault Domains to display both of the previously created iSCSI FDs. Each one lists the default MTU
of 1500 (Standard). Click the first iISCSI FDO1 and select Edit Settings from the top-right menu.

Note: Set the MTU (Jumbo Frame) size on each iSCSI FD to match the MTU size on each port in the

Ethernet switch configuration as well as the Host CNA configuration. If the MTU size in all three
components (server, switch and host) do not match, anomalous behavior can occur in the iSCSI SAN.
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He & ISCS FDO .u-:gsmwgan:reatevmmmpy
=l Storage Center 56123
+~ﬁ wolumes: Inclex 1 hATL 13200 (Standard)
T il Servers Transport Type izCEl ) )
| = é Fault Domains | I3CS! Transport Made “irtual Part Fautt Domain Type Phrysical
. [~ Fibre Channel VLAND 407
- isCs) Target [Pvd Address 1721631 100 Clazs of Service Priorty 0
, Gateweay IPvd Address 0000

& 505l Fo0z Subnet Mask 255258525510

+"'Q‘: Dizks ISCSl Mame ign. 2002-035 . cotm compelant: S000c31 001025021

il ﬁ Storage Types Target IPvE Address

+-[[f Snapshat Profiles Pretix Length 64

Figure 4 DSM 2016 R1 — iSCSI FDO1 configuration

In the Edit Fault Domain Settings window select 9000 (Jumbo) from the drop-down menu to the right of
the MTU callout and click OK.
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ot ][ @0

Figure 5 DSM 2016 R1 — iSCSI FDO1 MTU Configuration

The correct MTU size is displayed when viewing the configuration of the first iSCSI FD in DSM.
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Hardware €@ Charting @ Aerts @ Logs (2]
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=l Storage Center 66123
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Figure 6 DSM 2016 R1 - iSCSI FDO1 MTU Size

Repeat the above MTU configuration steps for iSCSI FDO2 (the secondary iSCSI Fault Domain) to ensure
that both have the same MTU size as the Ethernet switch and Host CNAs within the SAN.

ISCSI fault domain DCB verification

To verify that the iSCSI FDs receive the correct DCB configuration from the upstream Ethernet switch,
view each individual iSCSI adapter port in the DSM Hardware tab. Select one of the iSCSI adapter ports to
display two options in the top right-hand menu, Data Center Bridging Information and Link Layer
Discovery Protocol Information as shown below.

Summary Q Storage 0 ¥l Charting 0 Alerts Q Logs Q

«» ® 5000031001025013 19 Edit Settings 1 Move Port ﬂ Ping Address| | Data Center Bridging Infurmaiiur"f:‘i_’f Link Layer Dizcovery Protocol Information
= Storage Certer 66128
=" Controllers WA 5000031001 025013
i SMEE123 Tranzport Type [Ze=] Faultt Domain & ISCSIFooz
= ]p 12 Ports Description Chelsio T520 Dual Port 100Gk iSCSI Adapter
i [ Fitare Channel Purpose Frort End
isCal Status Up Preferred Controller BE126
; 5000D31001025013 | Sreed 10 Ghps
: Maximum Transmission Lnit anon
& ]p Sas Revision 0 WLAN Tagging Yes
i * Fan Sensor Firmearare “ersion 01.14.04 VLA ID 407
Power Supply Device Mame FCIDEYOE Fitiator Court 0
[ Tempersture Sensor hiac Address 0007 43-341248
& B Target Court a
T z”":gecsegsm IPd dress 1724632101 Both Count a
[ e Subnet Mask 255.255.255.0 Wap Count a

Figure 7 DSM 2016 R1 - iSCSI FD DCB Verification

Click Data Center Bridging Information to display the values received from the previously configured
DCB upstream Ethernet switch.
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Data Center Bridging Information
IZCSl Priarity 4
iZCEl Traffic Class Group 1
PFiC Enabled
ETS Enahled
Bandwicdth &llocsted Percent 30
Transmission Selection Algorthm  ETS

? Help

Figure 8  DSM 2016 R1 — iSCSI adapter DCB information

Click Link Layer Discovery Protocol Information to display the values received from the DCB configured
upstream Ethernet switch.

Link Layer Discovery Protocol Information
Chazzis D 00:01: e85k 49:14
LLOP State Active
Fort ID TenGigabitEthernest 057
Port Description =W EE_TGE-QF
Syatem Mame v 83

System Description  Dell Real Time Operating System Software. Dell Operating System Version: 2.0, Dell
Application Zoftware Werzion: 9.900.00 Copyright (2 1999-2015 Dell Inc. Al Right=
Feserved Buid Time: Tue Sep 8035115 2015

? Help

Figure 9 DSM 2016 R1 - iSCSI adapter Link Layer Discovery Protocol Information
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Switch specific configuration references

In this section, switch-specific configuration guides are referenced for DCB setup of the Dell Storage SAN
or to disable DCB completely. The steps below are not a comprehensive set of configuration commands
for Dell Storage deployments.

Configuration for switches with DCB support

The Switch Configuration Guides homepage lists switches that feature DCB with the requirements
necessary to fully support Dell Storage systems.

Note: For a complete list of Dell supported switches review the Dell Storage Compatibility Matrix.

Dell Networking OS9 CLI for DCB configuration and verification

For testing presented in this paper, two Dell Networking S4810 switches were used with a Link
Aggregation Group (LAG). The switches were interconnected using two of the 40 GbE Quad Small Form-
factor Pluggable (QSFP) uplink ports and the LAG was configured for Dynamic Link Aggregation Control
Protocol (LACP). Dell Networking OS version 9.9(0.0) was used when testing DCB functionality within the
iISCSI SAN. The commands provided may vary on other Dell S-Series networking products. The minimum
version of Dell Networking OS for DCB support on SCOS 7.0 is 9.9(0.0).

48 minute(s)

Figure 10  Dell Networking S4810 Dell Networking OS version 9.9(0.0)

DCB status

To display the DCB status of the Dell Networking S4810 switch, along with number of PFC-enabled ports
and number of PFC-enabled queues, the show dcb stack-unit command is used. Sample command
syntax and output are displayed below.

Command Syntax: show dcb [stack-unit unit-number]
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ack-unit 0O

Enahled, PFC Queus Count: £

ck-unit Total Buffer PFC Total Buffer PFC Shared Buffer PFC Awailakle Buffer

Figure 11 Dell Networking S4810 CLI — show dcb stack-unit

DCBX configuration
To display the DCBX configuration on an interface of the Dell Networking S4810 switch, the show
interface dcbx command is used. Sample command syntax and output are displayed below.

Command Syntax: show interface port-type slot/port dcbx detail
s tengigabitethernet 0OF

TLYV enahled

Baole is Marmal
rati al Status

Figure 12 Dell Networking S4810 CLI — show interface dcbx

ETS configuration

To display the ETS configuration applied to egress traffic on an interface of the Dell Networking S4810
switch, including priority groups with priorities and bandwidth allocations defined, the show interface
ets command is used. Sample command syntax and output are displayed below.

Command Syntax: show interface port-type slot/port ets {summary | detail}
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1w interfaces tengigabitethernet 0711 .S SUMMAY Y

TenGigabitEchernet 0711
L
Traffic Cla

iz enabhled

Bandwidth

Figure 13 ForcelO S4810 show interface ets

3.2.4  PFC configuration

To display the PFC configuration applied to ingress traffic on an interface of the Dell Networking S4810
switch, including priorities and link delays, the show interface pfc command is used. Sample
command syntax and output of the statistics and summary options are displayed below.

Command Syntax: show interface port-type slot/port pfc {buffer-threshold | detail
| statistics | summary}

show interfaces
Interface TenGigabitEthernet 0511

Interface Priority

[ R
i

Figure 14 ForcelO S4810 CLI - show interface pfc
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4 Host adapter configuration for DCB

4.1 QLogic 57810 (previously Broadcom) configuration
Configuring the QLogic 57810 adapter for iSCSI and DCB requires the use of the QLogic Control Suite
(QCS) utility. For this paper, the following software versions were used: QCS version 17.0.14.0, QLogic
driver version 7.12.32.0 and QLogic firmware version 7.12.19. QCS software and CNA drivers can be found
at the Dell support site: https://support.dell.com.

411 DCB enablement

If either of the ports on the QLogic 57810 adapter show DCB as disabled, the DCB option must be enabled
using the firmware boot menu by pressing [Ctrl] and [S] during a server POST request.

& QLogic Control Suite

File Wiew Action Filker Context Tools Teams iSCSI Help

J_| |Filter: IiSCSI YIEW ;I ||InF0rmation ;I ||7 yital Signs W Resource W DCEY W Hardware
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B 908 Hosts Property |\.-'a|ue
= [, WIN-TB4T450EEKD =
- [ Adapterd ; BCMSTE10 BO - Link State P
B ‘partn - Link Speed (in Mbps) 10000
- B [ [0050] Glogic BEMS7310 10 Gigabit Ethernet #50 S -
i - - M3T Version z
= NG P_°,r“ - Memory Address 0%C8000000
T [0051] Glogic BCMS7810 10 Gigabit Ethernet #51 ~ Duplex Setting Ful
- Media Tvpe Optical
E..
. DB | Disabled
E..
| vendorID Oxl4ed
| - Device ID 01 68e
I - Sub-Systemn Yendor 1D Ox14e4
l ~5ub System ID D1 006

Figure 15 QLogic 57810 DCB Disabled

if iguration Management w?7.12.1
4 QLogic Corporation
red .

Device Hardware Configuration

Multi-Function Mode
Protocol

~ of UFs per PF
Max Number of PF MSIX Uectors

EnablesDisable DCB Proto
el:Toggle Value [Tid1:N

1:F?7:31:2C: A0

Figure 16 QLlogic 57810 DCB Enablement via firmware boot menu
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ISCSI Offload Engine enablement

The QLogic 57810 adapter requires enabling the iSCSI Offload Engine (iSOE) for a DCB SAN environment.
By offloading the iSCSI and TCP/IP stacks, the QLogic adapter does not need to compete with upper-layer
applications. If a port in QCS only displays an NDIS VBD client designation, then that port has not had iSOE
enabled. The figure below shows a single adapter that has one port with and one without iSOE enabled.

B OLogic Control Suite

File Wiew Action  Filker Conkext Tools Teams iSCSI Help

JJ |Filter: I.ﬁ.LL YIEW ;I ||Inf0rmatian ;I ||7 Resource W Hardware
Explarer Wigw Information | Configurations |
E- 088 Hosts Property | Yalue
= [, WIN-TB4T450EEKD B
- =% Adapterl : BCMS7E00 BO i Bus Type PCI-E (B%)
o™ Adapterz - Slat Mumber 1
H..
- ASIC Yersion BCMS7E10 BO
~ Bookcode Yersion MPW1 7.12.5
-~ Family Firmware Yersion | FFY7.12.19
. - {551 Book Version w7 121
= 8 Partl - FCoE Boat Yersion ¥7.12.4
= I.-._1-|f_, [005 1 | QL egicEap Rt e T e - PRE Book Yersion w1261
i =21, [0010] Glogic BIMS7EL0 10 Gigabit Ethernet (MDIS VED En;t')?s?-\ - CCM Yersion wi12.1
- '&% [000S] QLogic BCMS7&10 10 Gigabit Ethernet i5CST Adapt_er_fil_____/ ~ EFI x4 Yersion vRlz.20

Figure 17 QLogic 57810 iSCSI Offload configuration

To configure iSOE on a QLogic 57810 port:

1. Highlight the port, open the Configurations tab and click Configure.

& QLogic Control Suite
File Wiew Action Filker Context Tools Teams iSCSI Help

IS[=] E3

J_| |Filter: IALL WIEW LI ||C0nfigurati0ns LI ||7 advanced W Licenses W Resource Reservations
Explarer View & | Information Configurations b Statistics |
- 090 Hosts Property Yalue -+
B+ [, WIN-TE4T450EEKD =
.,'3} Adapterl : BCMS7800 BO - Set Properties to Default Yalues Siet ko default values
" = Adapter2 - Flow Control R & Tx Enabled {default)
B -;35 Adapter3 | BCMSTS10 BO - Pause On Exhausted Host Ring Disabled {default)
B} 9 Portd - Speed & Duplex 10 Ghps Full Duples: {default)

[0050] GLogic BCMSTEL0 10 Gigabit Ethernet #50
B 510 10 Gigabit Ethernet (MDIS YBD Client) #50

= [0007 T GLogic BT

- Click the button to configure

< Configum

Figure 18 QLogic 57810 port configuration

2. When the QLogic Hardware and Resource Configuration Wizard is presented, enable iSOE by

checking the box to the right of the iSCSI protocol.
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B Hardware and Resource Configuration Wizard EE3

Configure Resources
Modify Resources, n
QLOGIC
Port D Funckion 0
Properky I alue I
=P

- Ethernet/Mdis

- FCoE
H..
= Pre-allocated Resources
- TP Offload Engine (TOE) ] Disabled

- Maximum TZP OFfload Engine (TOE) u]

< Maximum i3C51 Offload Engine 128

- 251 Pending Tasks Per Connection 512

- Memary Consumpkiong ) 100

- TOE R3S Disabled

——
Reset | = Back Mexk = Cancel |

Figure 19 QLogic 57810 iSCSI Offload Enablement

3. Click Next and then Apply. To continue, click Yes to acknowledge the following warning.

B Warning

&pplying the changes will temporarily interrupk the network connection, The process may take
several minukes and the conneckion will resume afterwards, Do wou want ko conkinue?

el ——
[ Yes ) Mo |

Figure 20 QLogic iSCSI enablement warning

4. Configure the iSCSI Adapter using QCS for the network assignment in the iSCSI SAN.

iSCSI DCB with Dell SC Series Arrays using SCOS 7.0 | 3174-CD-SC



22

& QLogic Control Suite
File Wiew Action  Fiker Conkext Tools Teams iSCSI Help

IS[=] E3

|| |Filter: JaLL vIEW x| ||Configurations | | iSCSI Management

Explorer Wiew

Infarmation (Canigurationsﬂ Diagniostics | Statistics |

*, Portal fa80::208:F7FF:Fa31:20a1

Figure 21  QLogic iSCSI Adapter Network Configuration

=- _"_.'J.'J Hasts Property I\falue I
= [, WIN-TE4T450EEKD B
=" Adapterl : BCMS7800 B0 - VLAN ID
# 7% AdapterZ -~ MTU | ——
= ..T,' Adapterd : BECMS7E10 BO [=}-IPv4 Corfiguration ( Edit
- —95 Porto - IPv4 DHCF Disable m—
. B2 I [0050] QLogic BCMS7810 10 Gigabit Ethernst #50 - IP Address 172.16.31.103
5% [0007] Glogic BCMS7510 10 Gigabit Ethernet (NDIS ¥BD Cliert) #50 - Subnet Mask 255,255, 755.0
=N 0 10 Gigakit Etherne Adapter #50 - Defaulk Gateway
| Portal 172.16.31.103 [=) IPv6& Configuration Edit

- TP DHCP Disable

5. Configure the iSCSI VLAN ID as well as the MTU size by clicking in the value box to the right of the

property field.

& QLogic Control Suite
File Wiew Action Filber Context Tools Teams SCSI Help

I[= E3

1| |Fiker: [aLL viEw = | ||corfigurations | | i5CSI Management

Explorer Yiew

Information (CDnFigurationsi Diagnostics | Shatistics |

E- 000 Hasts
B [, WIN-TE4T450EEKD
f- % adapterl : BCMSTS00 BO
..,T} Adapters
B [T Adapter3 ; BOMSTSL0 B0
= = PortDd
2 I [0050] Qlogic BOMSPEL0 10 Gigabit Ethernet #50
- 157 [0007] QLogic BCMS7810 10 Gigabit Ethernet (NDIS YD Client) #50
=t ; ] 0 10 Gigahit Ethern Adapter #50
5 portal 172.16.31.103
52 Portal Fed:20a:f7FF el 2cal

Figure 22 QLogic iSCSI VLAN and MTU configuration

Property | Yalue
E..
< WLAM IDr 407
- MTL 9500
[=} IPv4 Configuration Edit
- IPwd DHCP Disable
- IP Address 172.16.31.103
- Subnet Mask 255.255,255.0
- Default Gateway
[=l IPv6& Configuration Edit
- TPy DHIP Disable

Note: The entered VLAN ID must match the VLAN ID on the configured switch and storage target.
Possible VLAN ID numbers range from 1 to 4094 regardless of the number of IDs supported by the

switch. VLAN IDs O and 1 are often reserved.

6. After the iSCSI adapter has been configured, run an iSCSI Ping Test from the Diagnostic tab. This
test confirms that the iSCSI card has been configured correctly and can access all target ports

within the target fault domain of the storage array.
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& OLogic Control Suite

File Wiew Action Filker Conktext Tools Teams iSC3I Help

|| |Filker: |aLL viEw ||

ﬂ ||Diagnostics

Explarer View

R
2 [, WIN-TB4T450EEKD
- (% Adapter! : BCMS7800 O
-:.-J Adapter2
[ % Adapterd : BCMS7810 O
E—ﬁz Part0

= [0050] €Logic BCMS7E10 10 Gigabit Ethernet #50
(=)

- i

= Portal 172.16.31.103
= Portal Fes0n:20aif7rfifesl:2cal

Figure 23 QLogic iSCSI SAN connectivity test

QLogic 57810 DCBX verification

* [0007] QLogic BCMS7810 10 Gigabit Ethernst (NDIS YED Clisnt) #50
[0004] QLogic BCMS7E10 10 Gigabit Ethernet ISCSI Adapter #50

g | Information I Configurations <Diagnostic51 Statistics |
Select tests to run IiSCSI Ping Test 'l

IP Address ko ping I 172.16.31.100

Status Completed with Na Errar.

Test |

QCS is used to confirm that DCB is operational. To verify the priority group bandwidth allocations and
priority mappings, open the Information tab on the same selected port.

& QLogic Control Suite

File Wiew Action Filker Context Tools Teams (5251 Help
|| |Fileee: IiSCSI YIEW =] ||InForrnati0n | |¥ vital Signs ¥ Resource ¥ DCEX W DCEX Advanced W Hardware
Explorer Wiew = <InFormation}| Configurations | Liagnostics | Skatistics |

B- 0909 Hosts Property I Valug
= [, WIN-TE4T450EEKD :
- % Adapterd : BCMS7810 BO Link State up
: E Link Speed (in Mbps) 10000
[0050] QLogic BCMS7S10 10 Gigabit Ethernet #50 Si- -
Frmm i L - ST Mersion z
2 [0004] Qlogic BCMSFS10 10 Gigabit Ethernet  Memory Address DeCEI00000
Portal 172,16.31.103 - Duplex Setting Full
. Porkal Fed0:20aif7Fifesl:2oal - Media Type Ciptical
=l 8= Portl
£ i [0051] Glogic BCMS7S10 10 Gigabit Ethernet #51 DCE Enabled
- (&% [0005] Qlogic BCMSTE10 10 Gigabit Ethernet -~ Pricricy Tagging Gperational
- Mebworking PRI u]
- FCoE PRI 3
- i9C51 HEA PRI il
[} Priority Flow Control (PFC) Cperational
i PFC Enabled on Priorities 4
- PRC Disahled on Priorities 0123567
[=]- Enhanced Transmission Selection (ETS) Cperational
=} Pricrity ba Priority Group Mapping
Priarities in Priority Group 0 0123567
“ Priorities in Priarity Group 1 4
[=1- Priority Group Bandwidth
E""-Priority aroup 0,1,2,34,9,6, 7
- Bandwidth % 70,30,0,0,0,0,0,0

Figure 24 QLogic 57810 configuration showing bandwidth allocation and priority mapping

QLogic 57810 IPv4 LAN assignment

Once the QLogic 57810 adapter has been configured for iSOE to support SAN traffic in the converged
network, configure the NDIS (LAN) IPv4 network. While the iISOE/SAN interface is for lossless traffic, the
NDIS/LAN interface is for non-iSCSI traffic (for example LAN).
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1. There are two QLogic BCM57810 10 Gigabit Ethernet (NDIS VBD Client) devices listed in the
Network Connections panel. Right-click on the first available device and click Properties from the

drop-down.
_ﬁ" MNetwork Connections M=]

‘;I,: ;;lv | E" = i_ontrol Panel = Metwork and Internet + Metwork Connections - - lmjl Search Metwoark Connections !:ﬂ

File Edit ‘iew Tools Advanced Help

Organize - == -« [ @&
Mame = Skatus Device MName |
.,‘.‘,. 10,211.20,79 Metwork, QLogic BCMS7E00 10 Gigabit Ethernet (NDIS VBD Client) #52
':.',' Local Area Connection 3 Identifving. .. CLogic BCMS7510 10 Gigabit Ethernet {NDIS WBD Client) #50
','.‘,' Local Area Connection <4 Identifying. .. CLogic BCMS7E10 10 Gigabit Ethernet (MDIS YBD Client) #51

Figure 25 QLogic 57810 NDIS (LAN) devices

2. Inthe Local Area Connection 3 Properties window, locate and select Internet Protocol Version 4
(TCP/IPv4) from the list and then click Properties.

g Local Area Connection 3 Properties

Metwarking | Sharing |

Connect using:

£ Ologic BCM57E10 10 Gigabit Ethemet [NDIS YED Clisnt]

Thiz connection uzes the following iterms:

.@; File and Printer Sharing for Microsaft Nebworks ;I
i |ntellR] Advanced Metwark Services Protocol
& QLogic Advanced Server Program Driver

4. Broadcom Advanced Server Program Diiver
& |nternet Protocol Yersion B [TCPAPvE

K EEO

- 1! [TEP/IP+4]
i Link-Layer Topology Discovery Mapper 170 Driver -
4 | E
Install.. Urinstall | |
— Description

Transmizzion Contral Protocal/Intemet Protocal. The default
wide area network, protocol that provides communication
across diverse interconnected networks.

0K | Cancel |

Figure 26 QLogic 57810 NDIS IPv4

3. Inthe Internet Protocol Version 4 (TCP/IPv4) Properties window, configure the adapter with the
appropriate IP information for this particular port and click OK.
4. Select an option for this NDIS interface:

- Same VLAN as the iSCSI SAN
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- Different VLAN than iSCSI SAN, specifically for LAN traffic. Ensure Ethernet switch is also
configured for this VLAN ID.

Note: If multiple VLANs are used in the SAN to separate iSCSI from LAN traffic, the Ethernet switches
must be configured to support multiple VLANS.

Internet Protocol ¥ersion 4 {TCP/IP¥4) Properties

General

‘fou can get IP settings assigned automatically iF wour network supports
this capability, Otherwise, vou need to ask vour network administrator
for the appropriate IP settings.

€ obtain an IP address automatically

— % Use the following IP address:

IF address: 172 .16 . 31 . 104
Subnet mask: I 285,255 . 255, 0
Default gateway: I . . .

€ Obbain DNE server address automatically

— % Use the Following DNS server addresses:

Preferred DS server: I . . .
Alkernate DMS server: I . . .

[ walidate settings upon exit advanced. .. |

oK I Cancel |
Figure 27 QLogic 57810 NDIS LAN IPv4 configuration

Once the first port of the adapter is configured with an IPv4 address in the iSCSI SAN, repeat steps in
section 4.1.4 for the second port in the second network.

4.2 Intel 10G dual-port X520

Configuring the Intel 10G dual-port (2P) X520 adapter for iSCSI and DCB requires the use of the Intel
PROSet software. For this paper, the following software versions were used: Intel PROSet version
20.7.67.0, Intel driver version 17.0.0 for Windows® 64-bit Operating Systems and Intel firmware version
17.0.0.

Intel PROSet software and NIC family version 17.0.0 drivers can be found at support.dell.com

42.1 Driver and software installation
Installing the drivers and Intel PROSet software requires selecting iSCSI using Data Center Bridging during
the installation process.
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Intel{R) Network Connections Install Wizard E2

Setup Options

Select the program features wou want installed, (Inte!

Install:

Drivers

Inkel(R) PROSEL
Advanced Network Services

— Feature Description
Installs Data Center Bridging and iSCSI for data center storage area networks,

< Back I Mext = I Cancel |

Figure 28 Intel 10G 2P X520 Driver/Software Installation

VLAN configuration
Once the driver installation is complete, two new adapter listings in the Network Connections panel
appear for the Intel 10G 2P X520.

¥ Network Connections M=l E3

Gl.: :_;lv |E.- = Control Panel = Metwork and Inkernet = Metwork Connections = - lmjl Search Metwork Conneckions [:]

File Edit ‘iew Tools Adwvanced Help
Organize = ==~ I |@|

Skaktus

Device Mame *

Marne

nidentified netvwark, InteliR) Ethernet Server Adapter X520-2

Local Area Connection

nidentified netviork, InteliR) Ethernet Server Adapter X520-2 #2

| Local Area Connection 2

Figure 29 Intel 10G 2P X520 driver installation

Configure each NIC port to function in the existing iSCSI SAN VLAN.

1. Right-click one of the adapter ports, select Properties and then click Configure to access the Intel
PROSet software configuration options.
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g Local Area Connection Properties
Metwarking | Sharingl

Connect using:

l_TI" IntellR] Ethernet Server Adapter <520-2

This connection uses the following items:
Clignt for Microsoft
o= 105 Packet Scheduler
.@ File and Printer Sharing for Microsoft Networks
i |ntel[R] Ethernet LLDP Pratacal Driver

i [JLogic Advanced Server Program Driver

i Broadcom Advanced Server Program Driver

& |nternet Protocaol Version B [TCP/APE] -
4| | E
Install... Uningtall | Froperties |
r— Description
Allows your computer to access resources on a Microsoft
riebwork.
ak. | Catcel |

Figure 30 Intel 10G 2P X520 Configuration

2. Select the VLANSs tab from the Intel Ethernet Server Adapter X520-2 Properties window.
3. Click New below the associated VLANSs table to enter the tagged VLAN ID for the iSCSI SAN.

Intel{R) Ethernet Server Adapter X520-2 Properties E

General ink_Speed | Advanced | Data Center

Tearnitg w | Boot Ophion: I Ciriver | Detailz
(inte[ Virtual LAN s

YWLAMz azzociated with thiz adapter
WLAN Mame | ID | Status

Mew... Hemove | Fl ity

Figure 31 Intel 10G 2P X520 VLAN association
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New YLAN

YLAN ID:
| 407

VLAN Mame:
| WLAN407

[T Untagaed VLA

YLAN ID

Type the WLAN D number irto the VLAH ID baox, Thiz  ~
number must alzo be configured on the switch.

Ackapters with YLAN: must be connected to network
devices that support [EEE 502.1G. GioS Packet

Tagging (IEEE 802 1pJia) is automatically enabled for

an adapter with WLANs.

“ou can enter multiple YLAN IDs by entering two or
more 1Dz separated by commas or use a range. & ;I

oK I Cancel |

Figure 32 Intel 10G 2P X520 tagged VLAN configuration

Note: The entered VLAN ID must match the VLAN ID on the configured switch and storage target.
Possible VLAN ID numbers range from 1 to 4094 regardless of the number of IDs supported by the
switch. VLAN IDs O and 1 are often reserved. The VLAN Name is limited to 256 characters and used for
informational purposes only; it does not have to match the name of the switch. Intel PROSet must be
used to add or remove a VLAN ID to the X520 adapter. Do not use the Network and Dial-up Connections
dialog box to enable or disable VLANs because this will result in the VLAN driver not being correctly
enabled or disabled.

Once the VLAN ID has been applied to a respective port, there will be an additional virtual Intel VLAN
adapter created within the Network Connections configuration screen.

I Network Connections M=] E3

(-;(:)v |£-' = Control Panel = Mebwork and Internet = Metwork Connections - l‘i]] I Search Mebwork Connections Fs
File Edit Wiew Tools Advanced Help
Crganize ==« [ @
Mame Status | Device Mame = |
',“,. Local Area Connection Enabled Intel{Ry Ethernet Server Adapter X520-2
I ,“. Local Area Connection 3 Identifving. .. Intel{R) Ethernet Server Adapter ¥520-2 - WLAN : WLAN407 I

Figure 33  Intel 10G 2P X520 Virtual VLAN Adapter

This virtual tagged VLAN adapter is configured with an IP in the iSCSI SAN, covered in Section 4.2.3

ISCSI configuration

The created virtual VLAN adapter needs to be configured with an IP in the iSCSI SAN network. Right-click
on the virtual tagged VLAN adapter and select Properties. Scroll down and click Internet Protocol Version
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4 (TCP/IPv4) and then Properties. Configure the adapter with the appropriate IP information for this
particular port and click OK.

Internet Protocol Yersion 4 (TCP/IP¥4) Properties

Genetal |

‘ou can get IP settings assigned automatically if wour network supports
this capahility. Otherwise, vou need to ask vour netwark administrator
for the appropriate IP settings.

" Obtain an IP address automatically

—{* Lse the Following IP address:

IP address: 172 .16, 31,104
Subnet mask: I 255 .255.255. 0
Default gateway: I . . .

= Obtain DHE servet address automatically

—(* Lse the Follawing DNS server addresses:

Preferred DMS server: I . . .
Alternate DM server: I . . .

[ walidate settings upon exit Advanced. .. |

OK I Cancel |
Figure 34  Intel 10G 2P X520 virtual adapter iSCSI IP configuration

424 DCB confirmation

Right-click on the non-VLAN adapter for the recently configured port within the iSCSI SAN, Click
Properties and then Configure to access the Intel PROSet configuration options. Once the Intel(R)
Ethernet Server Adapter X520-2 Properties window is available, open the Data Center tab to view the DCB
settings received from the switch, as shown below.

Intel{R) Ethernet Server Adapter X520-2 Properties E3

Teaming I WA g I Boot Options I Dirivver I Details |
Gereral I Link Speed I Advanced Data Center

" % Data Center Bridaing Settings

Inte' Status: Operational

Options:

DCB Feature Status:

DELEx Wersion : IEEE SR8Z.10ar
FPriority Group : Operational
Priority Flow Control : Operational
iSCST Status @ Operational

Priority : 4

FFEC : Enabled
FG HIN
Bandwicdth % @ =&

Figure 35 Intel 10G 2P X520 DCB Confirmation
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5 Storage, switch and host DCB testing

The following tests were conducted in order to verify DCB operations between the host servers, switch
and storage controllers. Three common scenarios were demonstrated: An I/O workload consisting of only
iSCSI traffic, an I/O workload consisting of only LAN traffic, and then an /O workload consisting of both
iSCSI and LAN traffic, otherwise known as converged traffic. In the first test, involving just iSCSI traffic, an
I/O workload of sequential reads was generated between the receiving server and storage controller. This
was performed to show that throughput can achieve a line rate of 100% bandwidth. Second, the receiving
server received LAN traffic from the source server. This confirmed that the server was capable of receiving
LAN traffic at a 100% line rate. Third, the receiving server demonstrated its ability to simultaneously handle

both LAN and iSCSI traffic on the same physical network segment while adhering to the DCB policy map
defined on the switches.

51 Testing definitions

The tool used to generate iSCSI traffic during testing was vdbench. The tool to generate non-iSCSI TCP
traffic to simulate other LAN traffic was iPerf.

The iSCSI 1/0O traffic tested was sequential read, had a block size of 256K of a 100% read and a 0% write

ratio. The sequential read traffic is designed to imitate large-block, high throughput scenarios such as
video streaming or backups.

5.2 Testing topology
Raw Tsoe

===« SCSI traffic
= == = TCP traffic

iSCSI source

Figure 36 Testing topology
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In this topology, a pair of SC9000 arrays were used. All physical network connections were cabled in
accordance with SC Series best practices. These switches were then inter-connected through a high
speed LAG of 2 x 40 GbE ports, providing sufficient bandwidth for any traffic traversing the inter-switch
link. A source host was used to provide TCP traffic to the receiver host, ensuring that the converged traffic
would occur on the proper links with DCB bandwidth allocation applied.

Both source and receiver host were configured with a QLogic 57810 CNA. The receiver host had eight
iSCSI volumes from the SC9000 array. The DCB policy on the ForcelO S4810 switches were configured
for 70% non-iSCSI and 30% iSCSI traffic.

5.3 Testing methodology

The first test, involving just iISCSI traffic, showed an I/O workload of sequential reads generated between
the receiving server and storage controller.

C:~wdbench582>vdbench —f c:“scripts’wdbench-256k-reads—8Buvol.dat

Udbench distribution: wdbench5@481
For documentation, see *vdhench.pdf’.

.B85% input argument scanned: ‘—fc:isscriptsswdbench—-256k-reads—8vol.dat’
195

Adjusted default JUM count for host=localhost from jums=1 to jums=8 bhecause of iorate=max and a total of 8 sds.

Starting slave: GC:iwdbench5BZ2sudbench 5lavedJum —m localhost —n localhost—-18-16832%9-13.12.29. localhost-8
Starting slave: C:iswdbench582%vdbench SlaveJum —m localhost —n localhos 160329-13.12.29. localhost—1
Starting slave: C:swdbenchbB2sudbench SlavedJum —m localhost —n localhost 168329-13.12.29. localhost—2
Starting slave: C:swdbench5B82%vdbench SlaveJum —m localhost —n localhost—-13-168329-13.42.29. localhost-3
Starting slave: C:swdbenchbB2sudbench SlavedJum —m localhost —n localhost—-14-168329-13.12.2% localhost—4
Starting slave: C:swdhench582svdbench Slavedvm —m localhost —n localhost-15-168329-13.1 localhost-5
Starting slave: C:wdbench582 udhbench SlaveJum -m localhost —n localhost-16-168329-13.1 localhost—6
Starting slave: C:iswdhbench582svdhench Slavedvm —m localhost —n localhost—-17-168329-13.1 . localhost—-7
All zlaves are now connected

Starting RD=rdli; I-0 rate: Uncontrolled MAX; elapsed=18888; For loops: threads=5

2816 dinterval iso MB-/sec hytes read resp read urite resp PESD
rate 10242 iso time resp resp max stddev

.a8A 1 2266.88 2316. 262144 .268 .268 .8eR 85.496 .987
.833 2368.28 2342, 262144 .239 .239 .BBR 21.21 .37
.a18 9425.48 2356. 262144 .248 .248 ) 28.329 .296

L2 _A33 9434 _ AR 2358 T 262144 238 238 - AAR 23148 _ARA
.833 9433.88 2358. 262144 .237 .237 .88R 27.487 .155
.a18 2433.68 2358. 262144 16860.6868 .248 .248 .BBA 27.787 .213

b o e

Figure 37  First test showing line rate of 100% bandwidth of iSCSI traffic
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The second test, involving just LAN traffic, showed the receiver host receiving LAN traffic from the source
host. This confirmed the receiver host was capable of receiving LAN traffic at a 100% line rate.

e e e M=l 3 iLIwindows Task Manager =L

File Options Yiew Help
C:scripts reds

npplicationsl Processesl Servicesl Performance  Metworking |Users |
C:\>cd iperf-2.8.5-2

r10.211,20.79
IC:ndiperf-2.8.5-2>iperf —

Server listening on TCP port 5861
Binding to local address 18.18.18.181
TCP window size: 256 KByte

local 18.18.168.1681 connected w 1@.18.18.1688 port
local 18.18.168.1681 connected with 10.10.18.188 port
local 1A.18.168.1681 connected with 10.10.18.188 port
local 1A.18.18.181 connected with 18.18.1 A port

1@
local 18.18.168.181 connected with 18.18.18.188 port

rverz - Shortcut =] E3

C:sscriptsiods

IC:vDocd iperf-2.8.5-2
C:viperf-2.8.5-2>iperf —s -w 256K -B 18.18.26.161

Server listening on TCP port 5861
Binding to local address 18.18.28.181

256 KByte

local 1A.18_.28._181 connected with 18.1A_.20_108 port 5881

local 18.168.20.1681 connected with 10.18.20.108 port 49685 Adapter Marne | Metwork Utilization § Link 5... |State

local 1A.168.28.181 connected with 10.18.28_.108 p 426086 ECME7S10 10.10.20.101 95,34 % 10 Ghps  Conmected

local 18.168.28.181 connected with 10.18.28.1608 p 49687 - N

local 18.18.2@8.181 connected with 10.18.20.100 port 49608 BCMS7810_10.10.10.101 98,33 % 10Gbps  Connected
10.211.20.79 0% 1 Ghps  Connected

|Processas: 50 |CPU Usage: 7% Physical Memory: 5%

Figure 38 Second test showing line rate of 100% bandwidth of LAN traffic
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The third test demonstrated the ability of the receiving host to simultaneously handle both LAN and iSCSI
traffic on the same physical network segment while adhering to the 70% LAN/30% iSCSI DCB policy map
defined on the switches.

eads - Shortcut

Udhench distribution: udhench584@1
For documentation. see ’vdbench.pdi

13:27:18.824 input argument scanned: ‘—fc:il\scripts’wdbench—256k-reads—8vol.dat’
13:27:18.982
13:27:10.982 Adjusted default JUM count for host=localhost from jums=1 to jums=B hecause of iorate-max and a total of 8 sds.
13:27:10.982
13:27:10.933 Starting slave:
Starting slave:
Starting slave:
Starting slave:
Starting slave:
Starting slave:
Starting slave:
C:vscriptsdeds Starting slave:
13:27:11. All slaves are now connected
C:\>cd iperf-2 §13:27:13.801 Starting RD=rdil; 10 rate: Uncontrolled MAX;: elapsed=1888@; For loops: threads=5

“wdbench582\vdbhench §lavedum —m localhost -n localhost-18-168329-13.27.10.777 -1 localhost-@ -p
“wdbench582\vdhench Slavedvm —m localhost —n localhost-11-168329-13.27.18.777 -1 localhost-1 —p
“wdbench582\vdbhench §lavedum —m localhost -n localhost-12-168329-13.27.10.777 -1 localhest-2 -p
“uvdbench582\udbench Slavedum —m localhost —n localhost-13-168329-13.27.18.777 -1 localhost—-3 —p
“wdbench582\vdbhench §lavedJum —m localhost -n localhost-14-168329-13.27.10.777 -1 localhest-4 -p
“uvdbench582\udbench Slavedum —m localhost —n localhost-15-168329-13.27.18.777 -1 localhost-5 —p
“wdbench582\vdbhench §lavedum —m localhost -n localhost-16-168329-13.27.10.777 -1 localhost—6 —p
“uvdbench582\udbench Slavedum —m localhost —n localhost-17-168329-13.27.18.777 -1 localhost—?7 —p

Qoo00000

Mar 29, 2016 interval ise  MB/sec  bytes resp gueue cpux
rate iso I t resp sys+u
13:27:18. 865 2779.40 . 262144

14 _1A2
14.185

.188 port 60378

erver2 - Shortcut =] 3

C:\scriptsreds
G:\>ed diperf-2.8.5-2

iperf-2.8.5-2>iper
Server listening on TCP port 5881
Binding to local address 18.1l
TCP windouw size 256

connected with — T
connected with . an Adapter Mame | Networkutlhzatlonl Link 5.~ |State

-ig-gg-igg ECMS7810_10,10.20.101 £3.85 % 10Gbps  Connected
Tocal 18.18.2 connocted with 1929 198 BCMS7810_10,10,10.101 69,91 % 10Ghps  Connected
10.211.20.79 0% 1Gbps  Connected

[Processes: 76 |cPU Usage: 5% [Phiysical Memary: 7% v

Figure 39 Third test showing converged LAN and iSCSI traffic adhering to the DCB policy map
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Additional resources

Technical support

Dell.com/support is focused on meeting customer needs with proven services and support. For additional

support information on specific array models, see the following table.

Dell Storage

Online support

Email

Phone support
(US only)

SC Series and

https://customer.compellent.com

support@compellent.com

866-EZ-STORE

Compellent (866-397-8673)
SCv Series http://www.dell.com/support Specific to service tag 800-945-3355
XC Series http://www.dell.com/support Specific to service tag 800-945-3355
PS Series http://eqglsupport.dell.com eqglx-customer- 800-945-3355
(EqualLogic) service@dell.com

Dell TechCenter is an online technical community where IT professionals have access to numerous

resources for Dell software, hardware and services.

Storage Solutions Technical Documents on Dell TechCenter provide expertise that helps to ensure

customer success on Dell Storage platforms.

Additional Resources

See the following referenced or recommended Dell publications:

o Dell Storage Compatibility Matrix.

http://en.community.dell.com/dell-groups/dtcmedia/m/mediagallery/19856862.aspx

o Data Center Bridging: Standards, Behavioral Requirements, and Configuration Guidelines with Dell
Equallogic iSCSI SANSs:
http://en.community.dell.com/dell-groups/dtcmedia/m/mediagallery/20283700/download.aspx

o Switch Configuration Guides for EquallLogic or Compellent.
http://en.community.dell.com/techcenter/storage/w/wiki/4250.switch -configuration-guides-for-

Equallogic-or-compellent-sans.aspx

Feedback

We encourage readers of this publication to provide feedback on the quality and usefulness of this
information by sending an email to StorageSolutionsFeedback@dell.com.
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