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Abstract

This document describes how to configure VMware® vSphere® hosts
equipped with supported SAS HBAs to access SAN storage on select
Dell EMC™ SC Series arrays with SAS front-end ports.
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Executive summary

Executive summary

Select Dell EMC SC Series arrays support serial-attached SCSI (SAS) front-end (FE) ports for connecting
host servers equipped with a supported SAS host bus adapter (HBA) directly to SC Series array SAN storage.
SAS FE is a simple, cost-effective transport option that is ideal for locations such as a branch office with a
limited number of host servers.

The focus of this paper is SAS FE support for environments with VMware vSphere hosts, and includes
cabling diagrams and step-by-step configuration guidance. Similar information on SAS FE support for
Microsoft® Windows Server® Hyper-V® environments can be found in Dell EMC SC Series Storage with SAS
Front-end Support for Microsoft Hyper-V.

Audience

This document is for SAN and VMware administrators seeking additional guidance for configuring vSphere
hosts with SAS HBAs to access SAN storage on select SC Series arrays equipped with SAS FE ports.
Readers should have a working knowledge of SC Series storage and VMware vSphere environments.
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1.1

5 Dell

Introduction

SC Series arrays configured with Fibre Channel or iSCSI continue to be the preferred front-end transport
option for most environments due to their flexible, robust, and highly scalable configurations. However, for
smaller locations, such as a branch office, SAS FE is an appealing solution. SAS FE SC Series environments
do not require any additional switching hardware, as the hosts are connected directly to the array, and can
include as many as four hosts.

Supported Hardware
The following SC Series arrays support SAS FE:

e SCv2000
e SCv3000
e SC4020
e SC5020

The SCv2000 and SCv3000 arrays are affordable, entry-level systems that offer many of the same enterprise-
class features as other SC Series arrays, and the SC4020 and SC5020 are fully featured arrays. Each of
these SC Series arrays support three different front-end transport options: FC, iSCSI, or SAS FE. Customers
can decide at the time of purchase the type of front-end connectivity that is right for each SC Series array in
their environment.

S€v2020

Figure 1 Front and rear views of an SCv2000/SC4020 array with SAS FE ports
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Introduction

Figure 2 Front and rear views of an SCv3000/SC5020 array with SAS FE ports

For more information about the SC Series arrays in this paper, including the release notes, getting started
guides, system deployment guides, and owner’'s manuals, see the resources available at Dell Support.

1.2 VMware vSphere
This document assumes the reader is familiar with the basics of VMware vSphere and its components.
Several online sites offer detailed information on vSphere and vCenter, and therefore, that information will not
be replicated here. This guide focuses specifically on how to configure vSphere hosts with SAS HBAs to
access SAN storage on SC Series arrays configured with SAS FE ports.

For more information on VMware platforms, visit the VMware Knowledge Base.

1.3 Transport options

For most environments, FC or iSCSI are the preferred method for configuring front-end connectivity between
host servers and SC Series SAN storage. Fibre Channel and iSCSI are mature, robust, proven technologies
that can scale to include a large number of hosts and SC Series arrays across multiple locations. When
configured with redundant fabrics, these transports offer highly resilient and reliable data transfer between
SAN storage and hosts. However, they require additional components including switches, HBAs, and cabling,
along with expertise to support the technology.

For small environments with a limited number of physical hosts, SAS FE connectivity provides comparable
performance and resiliency to FC or iSCSI, but without the extra cost and complexity of additional hardware
components. There are, however, considerations to keep in mind when choosing SAS over FC or iSCSI:

Scale: With SAS FE, the number of physical hosts for each SC Series array is limited to a maximum of four
(path redundancy is required).

Design: With SAS FE, physical hosts must be in close proximity to the SC Series array, typically in the same
or an adjacent rack that is within reach of SAS cabling (typically one to six meters in length).
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SAS FE host path configuration options

When an SC Series array is configured with SAS FE ports, eight ports (four on each controller) are available
to connect hosts with SAS HBAs. SC Series arrays with SAS-FE connectivity support a maximum of four
hosts (path redundancy is required for each host SAS HBA).
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Figure 3 ~ SCv2000/SC4020 with SAS FE ports (4 ports on each controller)

Figure 4  SCv3000/SC5020 with SAS FE ports (4 ports on each controller)

Multipath configuration

To provide redundancy and ensure uptime, each host should be configured with at least two data paths to
external storage. With MPIO, if a data path fails, another data path provides the host with uninterrupted
access to SAN storage.

VMware vSphere provides native Multi-path I/O (MPIO) support that is easy to configure. More information on
MPIO for VMware vSphere can be found in Dell EMC SC Series Best Practices with VMware vSphere 5.x-6.x.

With SAS FE, up to four hosts can be connected to each SC Series array in any combination of standalone
hosts or cluster nodes. Figures 5 through 10 show several different MPIO cabling options for vSphere hosts
and clusters.

Each cable color in figures 5 through 12 represents a separate SAS FE fault domain. Fault domains protect
hosts against a single path or single controller failure.

Each SAS FE fault domain consists of two SAS FE ports. The SAS FE ports in each SAS FE fault domain are
corresponding ports on each controller, for example: SAS FE port 1 on both top and bottom controllers. This
is shown in the following images.

Note: When using more than one dual-port SAS HBA in a physical host, each dual-port SAS HBA must
connect to only one SAS FE fault domain — one port to the top controller and one port to the bottom controller.
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SAS FE host path configuration options

Note: The SCv2000 and SC4020 arrays utilize a 2U chassis, whereas the SCv3000 and SC5020 arrays
utilize a 3U chassis. SAS FE functionality is similar on all supported SC models.

Dell FowerEdge R630 host servers with dual-port 3A5 PCle cards

4-node
vSphere
cluster
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Figure 5  SCv2000/SC4020 with a 4-node vSphere cluster
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SAS FE host path configuration options

Dell PowerEdge R630 host servers wnth dual- port SAS PCle cards
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Figure 6  SCv3000/SC5020 with a 4-node vSphere cluster
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SAS FE host path configuration options

Dell FowerEdge R630 host servers with dual-port SAS PCle cards
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Figure 7 SCv2000/SC4020 with two 2-node vSphere clusters
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SAS FE host path configuration options

Dell PowerEdge R630 host servers with dual-port SAS PCle cards
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Figure 8  SCv3000/SC5020 with two 2-node vSphere clusters
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SAS FE host path configuration options

Dell PowerEdge R630 host se rvers with dual- pcrrt SAS PCle cards
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Figure 9  SCv2000/SC4020 with a 3-node vSphere cluster and one standalone host
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SAS FE host path configuration options

Dell PowerEdge R630 host servers W|th dual port SAS PCle cards
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Figure 10 SCv3000/SC5020 with a 3-node vSphere cluster and one standalone host
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SAS FE host path configuration options

Dell PowerEdge R630 host servers with two dual-port SAS PCle cards each

|i |
Lr
|
1
|

Node 2-HBAZ

=
Node 1-HBA1 Node 1-HBAZ2

: _Fm__"_‘_’"'ég' :

= =)

o o
\_‘F B\_/ﬂ]

2-node
vSphere
cluster

| il |

D Lol

2]

Figure 11 SCv2000/SC4020 with a 2-node vSphere cluster — each with two dual-port SAS HBAs

Dell PowerEdge R630 host servers with two dual-port SAS PCle cards each
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Figure 12 SCv3000/SC5020 with a 2-node vSphere cluster — each with two dual-port SAS HBAs
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Configure VMware hosts to access SC Series arrays with SAS FE ports

3 Configure VMware hosts to access SC Series arrays with
SAS FE ports

This section provides instructions for configuring VMware vSphere hosts with SAS HBAs to access SAN
storage on SC Series arrays with equipped with SAS FE ports.

3.1 Prepare the environment

Before configuring the vSphere hosts with SAS HBAs to access an SC Series array with SAS FE ports, verify
compliance with the prerequisites listed in Table 1.

Table 1 Prerequisite steps checklist
v |Tasks

Verify at least one SC Series array equipped with SAS FE ports is configured and available.

Verify software version are compatible with SAS FE:

e SCv2000 arrays require Dell Enterprise Manager (EM) Client software version 2015 R1 or
newer. Use this software to discover, configure and manage the SCv2000 array. Installing a
Data Collector is supported but not required. Refer to the release notes and administrator’s
guide as needed.

e SC4020 arrays require Dell Storage Center Operating System (SCOS) 7.1 or newer and Dell
Storage Manager (DSM) version 2016 R2 or newer.

e SCv3000 and SC5020 arrays require SCOS 7.2.10 or newer and DSM 2016 R3 or newer.

Running the latest version of SCOS and DSM for the SC Series array is recommended to take
advantage of the latest enhancements.

Note: Enterprise Manager was rebranded as Dell Storage Manager in 2016.

Ensure a supported PCle SAS HBA interface card is present in each vSphere host along with
SAS cables of the appropriate length. Each host must have a compatible PCle slot available for
each HBA.

Note: If multiple PCle SAS HBAs are installed in a single host, all HBAs in that host must be
the same model.

Only SAS HBA:s listed in the Dell EMC Storage Compatibility Matrix are supported and drivers
listed in the matrix can be found using the VMware Compatibility Guide. The example
configurations shown in the guide us the Dell 12Gb SAS HBA.

Note: Only Dell PowerEdge™ servers (13G or newer) are supported when using the Dell
12Gb SAS HBA.

For more information, refer to the Dell PowerEdge Controller 9 HBA User’s Guide

Ensure hosts have an on-board disk controller and disk configuration to support a local boot disk.
Boot-from-SAN is not supported with SAS FE

Ensure hosts are located in close proximity to the SC Series array. SAS cables are typically one
to six meters in length.
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Configure VMware hosts to access SC Series arrays with SAS FE ports

v | Tasks

Stage hosts with a supported VMware vSphere ESXi version and patch them to the required level.
vSphere ESXi 5.1 Update 2 or newer is required to support the Dell 12Gbps SAS HBA drivers.
vSphere 6.5 Update 1 is used in the examples shown in this document.

As a best practice, use the Dell PowerEdge Server Lifecycle Controller to update the internal
hardware components of your host and to broker the OS install using the latest Dell PowerEdge
Server OS driver pack and the latest Dell EMC Customized version of vSphere ESXi.

3.2 Install and configure SAS HBAs in the VMware hosts

After the prerequisite steps are complete, install one or more supported SAS HBAs in each host.
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Figure 13 Install a SAS HBA in an available full- or half-height PCle slot

1. While observing safe electrostatic discharge (ESD) precautions, power off the vSphere host and
install a supported PCle SAS HBA into an available full or half-height slot. In this example, a Dell
12Gb SAS HBA is installed in a full-height PCle slot in a Dell PowerEdge R630 (13G) server.

2. Power on the vSphere host and press F10 at boot to access the Dell Server Lifecycle Controller (LC).
Use the LC to verify and update the firmware version (preferred method).

Lifecycle Controller Help | About | Exit

I < 3 "
SeectUpdate Repesitoy v | Firmware Update: Launch Firmware Update

Enter Access Detais v
Select Updates Step 3 of 3. Select Updates

Ise the table to select available updates.
Catalog Fie: Catalog.xmlgz

Catalog Version: 17.07.00

Source: FTP (\ftp.del.comicatalog)

Available System Updates

Component Current Avalable -
| Del 12Gbps HBA 13:47.03.00 8170300 |
QLogic GLE2662 1BGo FC Adapter - 09.00.06 09,0006
2001000E EC2D998
QlLogic QLE2662 16Gh FC Adapter - 09.00.06 09.0006
2001000EEC20999

Figure 14 Dell server Lifecycle Controller
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Note: If the Dell 12 Gbps SAS HBA is installed in the server before it is staged with the OS, the server
Lifecycle Controller (press [F10] at boot) can be used to update the firmware and install the drivers from the
latest Dell server driver pack (from ftp.dell.com — no user name or password required)

Note: vSphere may detect and install a native driver for the SAS HBA. It is important to update this driver,
adhering to the Dell EMC Storage Compatibility Matrix, using the Dell EMC Knowledge Base Article Preparing
VMware ESXi Hosts To Attach to SCv20x0, SC4020, SC5020 SAS Arrays as a guide.

3. Repeat steps Error! Reference source not found. and Error! Reference source not found. above
to install and update SAS HBAs in additional vSphere hosts.

Configure SAS FE fault domains

And SC5020 array is used in this example to show how to complete the configuration. The configuration steps
for other SC Series arrays with SAS FE are similar.

1. Launch the Dell EMC Storage Manager Client and connect to the SC Series array directly, or to a
Data Collector. In this example, the connection is made directly to the SC5020 by entering the
management IP address.

DELLEMC St Manager Client

3.1

Display Language

English W

Mame

s
mglaser

Host/ P

& Wind edentials

2. Click Storage > Fault domains. In this example, no fault domains are configured on the SC5020.
Click Front End SAS Port Configuration to start the configuration wizard.
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DELLEMC STORAGE CENTER

Storage 7 REREIGTENR: e Charting ﬂ Alerts 9 Logs a

.bﬂ €« & Fault Domains ey ] Front End SAS Port Configuration o
=-%3 scss

+-ig Volumes
Servers Fault Domains

@ Fault Domains

< Disks
@ Storage Types
[@ Snapshot Profiles
I Storage Profiles
-7 Qos Profiles

Name Transport Type

- - - -

3. Specify to create 4 fault domains (the maximum number) and click Next.

=] Configure Front End SAS Fault Tolerance

Configure Front End SAS Fault Tolerance

Specify the number of SAS fault domains to create and then click Next to review how the ports will be paired in the fault domains.

Number of SAS fault domaine to create |45

4. Review the fault domain information. A matching port on each SAS controller is automatically paired
to create each fault domain. Click Next.

(=] Configure Front End SAS Fault Tolerance

Configure Front End SAS Fault Tolerance

erify that the Fault Domains contain ene Port from each contreller. Ports within a 545 Fault Domain must have the same Port number. Select
MNext to create the fault domains.

Fault Domains

Name: Connected Controller Slot Port
- & Fault Domain 1 ~
----- [# 500003100557EA0S Mo Top Controller 1 1
..... |#% 500003100557EA2 No Bottom Controller 1 1

=} @@ Fault Domain 2

----- |®§ 500003100557EADS Mo Top Controller 1 e
----- |8 500003100557EATE Mo Bottom Controller 1
=} @@ Fault Domain 3
----- |8 500003100557EADE Mo Top Controller 1 3
----- | 500003100557EATF Mo Bottem Controller 1 3

=~ @@ Fault Domain &

Note: SAS FE ports must be assigned to a fault domain before the ports become available to hosts.

5. Allow the wizard to complete and click Finish.
6. Expand the Fault Domains > SAS and click each fault domain to view the port details. The fault

domains and ports will display a status of Down until the SAS cables are connected to host SAS
ports.
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DELLEMC STORAGE CENTER

el Ol Hardware @ Charting @  Alerts @ Logs @

He :
& Fault Domain 1
=83 scss
+fﬂ Volumes Index 0
+- i Servers Transport Type SAS
=88 Fault Domains mp Copy to clipboard

Physical Ports

o MName Controller Status
& Disks .

@ Storage Types ¥ S000D3100557EADE &) Top Controller (€3 Down
[ =napshot Profiles )% S000D3100557EA21 553 Bottom Controller €3 Down
|E| Storage Profiles

EE-'ZJJ QoS Profiles

5.8 sas
ai | oo [

Connected Slot

No
No

Slot Port
1 1
1 1

7. Right-click a fault domain and select Edit to view additional information or to perform actions such as
renaming the fault domain or assigning friendly names to each physical port.

(=] Edit Fault Domain Settings [SC55] [Fault Domain 1] -
Edit SAS Fault Domain
Name Fault Domain 1
Transport Type SAS
MNotes A
e
Ports
F-i‘ Add Ports to Fault Domain b Remove Ports from Fault Domain }_'I Edit Settings
Name Cantroller Connected Slot Slot Port Target Count  Initiatol
b 5000D3100557EADS ¢ Top Controller No 1 0
|/ s00003100557EA21 .- Bottom Controller Mo 1 0
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Configure VMware hosts to access SC Series arrays with SAS FE ports

8. As a best practice, modify the fault domain names and port names. This enables intuitive
administration in later steps and makes troubleshooting easier. In this example, a host name is added
to each component (the hosts are named S13xx).

DELLEMC

STORAGE CENTER

SRl Hardware @ Charting @ Alerts @ Logs @
He s i@ FD1 51350 MPIO

=% scss
+- g Volumes Index 0
+.‘i‘.¢. Servers Tranzport Type  SAS

—ﬁ Fault Domains

(1% FD1 51350 MPIO
o FO2 51351 MPIO
|- o) FD3 51352 MPIO
\ &% FD4 51353 WPIO

W Copy to clipboard

Physical Ports
Name Controller Status Connected Slot Slot Port

424 Top Controller e Down Mo 1 1
.4 Bottom Controller e Down Mo 1 1

-0 Disks

+(\& Storage Types H 51350_Top
+r@ Snapshot Profiles 1/ s1530_Bot
+1-[[7] Storage Profies
+El-§|J Qo3 Profies

3.4 Connect VMware hosts to the SC Series array with SAS cables

The following example provides step-by-step guidance for configuring a two-node vSphere cluster using two
Dell PowerEdge R630 servers, two Dell 12Gb SAS HBAs, four SAS cables, and an SC5020 array equipped
with SAS FE ports.

Dell PowerEdge R630 host servers with dual pon SAS PCIe cards

2-node
vSphere
cluster

Figure 15 Configuration example with two R630 hosts and SC5020
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3.5

21

Modify these steps to fit the design of your environment.

9. Starting with the first vSphere host, connect a SAS cable from the server to SAS Port 1 on the host to
SAS FE port 1 in the top controller of the SC Series array. The host does not need to be turned off
before connecting or removing SAS cables.

10. Connect a second SAS cable from the other host SAS Port to SAS FE port 1 in the bottom controller
of the SC Series array. Make sure both host SAS ports are cabled to the same SAS FE fault domain.

11. Repeat steps 1 and 2 for each additional host until all are connected.

12. Refresh the view in DSM and verify the connected SAS ports show as status of Up. Resolve any
connectivity issues before continuing.

DELLEMC

STORAGE CENTER

Hardware @ Charting @ Alerts @ Logs @

Ches

e 5055

-l Volumes

&l Servers

—b Fault Domains

B opas
- g1 FOM S1350 MPID
g FD2 51351 MPIO
- FD3

A8 Disks

+ 0 Storage Types
#-f Snapshot Profiles
#1-[F storage Profiles
+E§|J Qo3 Profiles

& FD1 51350 MFPIO

Index 0
Transport Type  SAS
mp Copy to clipboard

Physical Ports

Name Controller Status Connected Slot Slot Port
1 51350 Bot t# Bottom Controlles Up es 1 1
™ 51350 Top {4 Top Controller up Yes 1 1

Note: Cabling and configuring (configuration is described in the next section) one server at a time can make
troubleshooting easier if there is a path issue.

Create server objects on the SC Series array

13. In the DSM client, click Storage > Volumes and create folders and subfolders to logically group
volumes. Do the same under Storage > Servers to logically group server objects. In this example, a
simple tree is created for the objects associated with the vSphere cluster.

DELLEMC

STORAGE CENT)

storege » | [

He
--{_J 8cas

- Volumes
: — Yhiwrare

: o Recycle Bin
- i Servers
I = Whiware

+il Fault Domains
-1 Disks
L 2B Storane Tune

vEphere Cluster 1 Wolumes

“o| | wSphere Cluster 1

Dell EMC SC Series Storage with SAS Front-end Support for VMware vSphere | 3027-CD-VM

DEALEMC



Configure VMware hosts to access SC Series arrays with SAS FE ports

14. In the Hardware tab, click Chassis > Controllers > Top Controller > IO Ports > SAS and then
select the SAS port that is connected to the first host (S1350 Top in this example). Ports that are
assigned intuitive names before this step will make this process easier. Click the Connectivity tab
and note the initiator WWN for the host SAS port (ending in 4C00 in this example).

DEALEMC

STORAGE CENTER

a

Summary (7] Storage (7] Hardware

Charting @ Aerts @ Logs @

«»
=l SC55
=%, Chassis
=%, Controllers
= t4 Top Controller

=1 10 Ports

+- ] iscsi

=] sas

|=8 5000D3100557EAQDS
|#8 5000D3100557EAQT
S00003100557EADS
5000D310055VEADD
:F S000D3100557EA
p S000D310055VEALS
- ] 51350 Top

. 51351 Top

- |§l Temperature Sensor

{53 Voltage Sensor

----- @ Cache Card

=% Bottom Controller

e

=] 10 Ports

ASA-B0185H 12G SAS Quad-Ext Port Adapter

™ S$1350 Top
VWWN 500003100557EA08
Transport Type SAS
Description
Status Up
Speed 4 x 12 Gbps
PHY Status 4of4up
Revision 1]
Firmweare Wersion 3.8.47 0-Relzase
Device Name 500003100557EAM

VINN

Status

[p 544484201 DOE4CO0 ] (v

Server

15. Repeat step 2 and note the initiator WWNSs for the other host SAS ports. In this example, the initiator

WWN for port S1351 Top ends in 4801.
16. Repeat this process for the second (bottom) controller. In this example, the initiator WWNSs end in

4C01 and 4800.

- Host S1350: Top = 4C00
- Host S1351: Top = 4801

17. Under Storage, right click the desired Servers subfolder and select Create Server.

@ Fault Dor =] Show
it Disks

& Storage |
f@ Snapzho
EEE!] QoS Pral = Create Server

[

Edit Settings

P

By

x Delete

‘:;I-_i Create Server Cluster

' Create Server Folder

Bot = 4C01
Bot = 4800

<€

B Create Server from localhost

B9 Create Server frorm Wivlware wiphere or wCenter
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23

Note: The Create Server from VMware vSphere or vCenter option is currently not operational for SAS FE
connected servers. This functionality with SAS FE configurations is expected in the next release of DSM.

18.
19.
20.
21.

22.

In the wizard, configure the following:
Provide a name for the host. In this example, the server is named S1350-ESXi.
Select the correct operating system from the drop down list. VMware ESXi 6.5 is used in this

example.

Use the information from step 4 to determine the correct initiator SAS port (HBA). In this example, the
WWN ending in 4C00 is correct for host S1350.

Click OK.

hlame
Operating System
hotes

Host Bus Adapters

Create Server [SC55]

51350-ESXi
WMware ESXi 6.5

Alert On Lost Connectivity
Alert On Partisl Connectivity

Select the HEA that the server uses to send 10 reguests to the Storsge Center.

hlame
[ 9 544284201 D062400
[] )™ 5442342010064300
[] )M 544434201 DOS3EDD
J# 544284201 DOE4CO0

< n
Manusally Add HE~

Port Type

SAS
SAS
SAS
SAS

Connectivity  iISCSl IPv4 Address

Eue
@
Buw
gr & —

>
QOrly Shawe Up Connections

23. Click the new server object. Under the Connectivity tab, verify the top and bottom controller ports
are correct. Assigning intuitive names to these ports ahead of time facilitates easy verification.

Hardware @ Charting @ Aerts @ Logs Q

+- gl Fault Domains
4% Disks

Storage Types

+---‘@ Snapshot Profiles

71 GoS Profiles

HS‘C'SS‘ ¥ S1350-ESX
=
= ‘ﬁ olumes Inclex 12
=) Whtware Connectivity Up
wSphere Cluster 1 Volumes Type Physical
- [@)] Recycle Bin Port Type SAS
= JL Servers Operating System
T E VMV:;:;ere Cluster 1 Senver Falder
il S1350-E5 (-mr HBAs

]#8 544454201 DOE4C00

Connectivity

Mappings

= 544284201DOE4C00
Port Type 345
Connectivity

=3 FD1 S1350 MPIO
Controller

u;l Showw 3. Create Volume ,ﬂ Create Multiple “olumes| 1 Edit Settings &7 Map Volume to Server <4/ Remaove Map)

Whiware ESX 6.5
wSphere Cluster 1

Mame

Server has not used any disk space on the Storage Center

SAS

Protocol Endpoints

Port WAWN List  $44584201 00E4C00

Controller Part

o8 Top Controller

...+ Bottom Coritroller| P 51350_Bat
¥ =1350_Top

Eue

Connectivity

@

Part Type

Path Status Slat Slat Port Fautt Domaing
1 1 & FD 31350 MPIC
1 1 @@ FD 51350 MPIO

e
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24. Repeat the steps 5-7 to create additional hosts on the SC Series array. In this example, a second
host is added named S1351-ESXi.

3.6 Create server cluster object on the SC Series array
To simplify managing volumes on the SC Series array that will be used by clustered hosts, create a server
cluster object with selected server objects as members of the cluster. In this example, the hosts that are
members of the cluster are S1350-ESXi and S1351-ESXi.

1. In DSM, right-click the desired server folder and select Create Server Cluster.

S0l Ol Hardware @ 10 Usage @ Charting

He&»
vI3phere Cluster 1
=8 5c85
- : "Mivare LImhmary Storage Chart
: w3phere Cluster 1 Walumes Matne
- [@] Recycle Bin
_, e Y & S1350-ESXi
—1- il Servers
= | Whtwrare & 51351-ESXi
= wSphepr o=t
il 51 2] | Show
. =ik
- L Remote Storage |2l Edit Settings
g Remote PS Groy
+- @ Fault Domains &' Create Server
""?C“_ Disks S| Create Server Cluster (Cm—
@ Storage Types
-1 Snapshat Profill &5 Create Sepver fram localhost
+HEfA| QoS Profiles
Create Server from Whlware wSphere or wCenter
W Create Server Folder

Cbject C

2. Provide a name for the cluster object, click Add Server to Cluster, and add the desired vSphere
hosts (in this example S1350-ESXi and S1351-ESXi).

Mame

Server Folder
Operating System
hotes

Servers

SAS-FE wSphere Cluster 1
vEphere Cluster 1
WMware ESXI 6.5

Alert On Lost Connectivity
Alert On Partial Connectivity

Mame

5 S1330-ESXi
5 S1391-ESX

é Add Server to Cluster  Remaove Selected
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3.7

25

He b

—._’ S(?SS

=}- ﬁ Yolumes

=l Whitware

: vaphere Cluster 1 Waolumes
@ Recycle Bin

=i Servers

S Whtweare

— | vEphers Cluster 1

2 51350-E5Xi
Lo B 51351 -ESXi
- s Remate Storage Centers
@ Remate PS Groups
+- @@ Faultt Domains
- g

& Storage Types

+-[[ Snapshct Profiles
+-LA| QoS Profiles

=i SAS-FE waphere Cluster 1

3. The selected vSphere hosts are now listed below the server cluster object.

Create and map storage volumes to vSphere hosts

With cluster object created on the SC Series array, the next step is to create and map storage to the cluster
object. In this example, two volumes (150GB and 170GB) are created and mapped to the cluster object.

1. Right-click the desired Volumes folder and select Create Volume.

Storage 7 WRECLELCRL 7 AME)

He 9

= 5055
=i Yolumes
=1 Whiware
i Wlrkere Clistar 4 Walimas
@] Recy| 2] | Show
= i Servers
=) Whiwy [ Edit Settings

Create Wolume

ol <

- s Remate &

+- @ Fault Don
¥
I Storage |

+t|E Snapsho “
+H7| QoS Profiles

Delete

Create Wolurme Folder

&3 Disks &4 | Edit Multiple Valumes

wSphe
Summary I

3

i3 | Create Multiple Volumes
p
&

g Remats P ¥ | Create Storage Container

Provide an intuitive name for the volume, set the volume size, select a snapshot profile, and select

150GB.
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Ilatme
Size

wolume Folder

Motes

Snapshiot Profiles
Server

Read Cache
Wirite Cache
Data Reduction Profile

Storage Type

“olume GoS Profile
Group QoS Profile

Create Volume [SC55]

SC-EAE-DE-01-150GE
150 GEB

=g Volumes
=) Whware
g  wSphere Cluster 1 Walumes

[ Dty
S SASFE vEphere Cluster 1
Achvanced Mapping

S

Enabizd
Enabled

Deduplication with Compression

D
v| €—

Change
Change

v —

one
(Compression

it Cormg

Mone Selected

Change
Change

3. Repeat steps 1 and 2 to create and map any additional data volumes to the server cluster object. In
this example, a 170 GB volume named SC-SAS-DS-02-170GB is created and mapped to the SAS
vSphere ESXi Cluster 01 server cluster object.

4. Click the server cluster object and under the Mappings tab, the two new volumes along with the
mapping details are displayed. Each volume has two paths listed for each host in the cluster; totaling

four paths.
E— 5 AT, AL T g =
=l Servers
o =L Yhware Servers =
%[ vSphere Cluster 1
- SASFE vSphere Cluster 1 Hame Port Type Connectivity
- & S1350E5K @ 51350.E5xi zng Up
M 513515
& S1351-E3%i sag Up

= Remote Storage Centers
Q Remote PE Groups

% & Faull Domsins

@it Disks

- Storage Types

& [ Snapshot Profiles

# E21] QoS Profies

Mappings

< Elit Settings & Demote From Cluster 3 Remove Mappings

Volume: Connectivity olume Folder Path Mapped Via LUN Requested  LUN Used Ree
q ﬂ SC-545-D5-01-150GE Up WhivwarevSphere Cluster 1 Volumess Server Cluster Mig 1 Mo

ﬁ SC-8AS-DS-02-170GE Up WhitwarefvSphere Cluster 1 Volumess Server Cluster A 2 Mo
< m >
Mapping Details

Wolume Statuz Tranzport Server HBA, Cortroller Port Lo Read Only Opetational State
i 5C-345-DS-01-150G6 Up ST 544254201 DOEACOD S1330_Top 1 Mo Standby
i@ 5C-545.D5-01-15066 Up SA5 544254201 D0EACO0 51350_Bot 1 Mo Active/Optitized
ﬁ SC-8AS-DS-01-150GE Up SAS 5444542010084500 51351 _Bot 1 Mo Active/Optimized
i SC-5A5-DS-01-150G8 Up SAZ 544254201 D0E4800 S1391 _Top 1 Mo Standky
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3.8 Create datastores and configure Multipath settings

This section covers connecting vSphere hosts to storage presented from SC Series SAS FE arrays. Steps are
provided for both environments managed by VMware vCenter, as well as standalone host environments.

Note: Mapping volumes to VMware vSphere clusters or stand-alone VMware vSphere hosts one at a time
helps to properly correlate volumes to datastores.

3.8.1 vCenter environment

VMware vCenter is an enterprise management platform used to manage multiple VMware vSphere hosts

through a single application. The interface used to connect to and manage a vCenter environment is the
VMware vSphere Web Client.

The following steps were used to connect to storage mapped from an SC Series array and create a new

datastore from that storage when in a vCenter-managed environment. Configuration of the native VMware
MPIO is covered as well.

3.8.1.1 Connect to mapped storage

1. From the vSphere Web Client, click Hosts and Clusters and then select a host.

2. Inthe Configure tab, click Storage > Storage Adapters and then select the SAS HBA adapter. In
this case, the SAS HBA is Dell 12Gb SAS HBA.
3. Click the Rescan Adapter icon.

[ 100.88.159.420 | B 2 [ [0 [ | ig)Adtions -

Getting Started  Summary  Monitor | Configure | Permissions  ¥Ms  Resource Pools  Datastores  Metworks  Update

4 Storage Adapters /
- Storage “ -
+ 2L B~

Storage Adapters »
Adapter Type Statuz Identifiar

StoragelDevizes 2600 Series 16Gh Fibre Channel to PCI Express HBA

Datastores wnhbad Fibre Cha.. Unknown  20:00:00:0e:1e:c2:d9:38 2
Host Cache Configuration wrnhbas Fibre Cha..  Unknown 20000000081 e:c2:d9:94 2
Protocol Endpoints Dell 12Ghps SAS HBA external

w Networking wmhha3l SAS Unknown 544384201d062a00
virtual switches PERC H330 Mini
VMKernel adapters wimhbal SAS Unknown  54423842029bc2300

4. Following the rescan of the SAS HBA, the new storage appears on the Devices tab under Adapter
Details.
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[ 10088159120 B & [

Getting Started  Summary Munit0r|cunﬁgure|Permissions Whls  Resource Pools  Datastores  Metworks  Update Manage

[® | {chActions -

"
w Storage
Storage Devices
Datastores
Host Cache Configuration
Protocol Endpoints
w Networking
Virtual switches
YMkernel adapters
Physical adapters
TCPAP configuration
Advanced
» Virtual Machines
- System
Licensing
Time Configuration
Authentication Services
Certificate

Power Management

Storage Adapters

+ @008 B

Adapter

Type

Status

2600 Series 16Gh Fibre Channel to PCl Express HBA

Identifier

wimhbad Fibre Cha..  LUnknown 20:00:00:0e:1ec2:d9:88 20:01:0
wmhbad Fibre Cha...  Unknown 20:00:00:0e:1ec2:d9:89 20001:0
Dell 12Gbps SAS HBA external
wimhba3 SAS Unknown 544384201d062a00
PERC H330 Mini
wimhhal SAS Unknown 5443842029hc2300
USB Storage Controller
wimhbada Block SCE1 Unknown
Wellshurg AHCI Controller
Adapter Details
Froperties | Devices | Faths
45 All Actions ~ [+
Hame LUN Type Caparity Operational...
COMPELMT Setial Attached SC.. 1 disk 1580.00 GB | Aftached
COMPELMT Serial Attached 5C.. 2 disk 170.00 GB | Attached

3.8.1.2 Create datastore

1. From the vSphere Web Client, select Hosts and Clusters and select a host.
2. Inthe Configure tab, click Storage > Datastores to display the existing datastores.
3. Click the Add Storage icon (it has a green plus sign) to start the Add Storage Wizard.

O 1088159120 B 2 [

1 [ | {ehActions «

4
- Storage
Storage Adapters
Storage Devices
Host Cache Configuration
Protocol Endpoints

Getting Statted  Summary Monitor|conﬁgure|Permissi0ns Whis Resource Pools Datastores Metworks

Update Manager

Datastores

: @ E e E B @Adons

Name

E datastoret

1 a| Status

& Mormal

Type
WIFS &

[rata

4. Select the type of Datastore. In this example, VMFS is selected. Click Next.
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3 Mew Datastore

- (T

Specify datastore type.

2 Name and device selection

3 Partition configuration (=) VMFS

4 Reaily to complete Create a WMFS datastore on a diskiLUMN.
_NFS

Create an MFS datastore on an MFS share over the netwoark.
1wl

Create a Virtual Yolumes datastore on a storage container cannected to a storage provider.

5. Enter the name for the new datastore (SCv2020-SAS-DS-01-150GB) and select the storage device.
Click Next.

3 Mew Datastore

v 1 Type Name and device selection

Select a name and a diskiLIUN for pravizioning the datastore.
i 2 Name and device selection

3 VYMFS version

Datastore name: |3C-5AS-D5-01-150GB

4 Partition configuration
5 Ready to complete

Q

Name LUN Capacity Hardware ficcel... Drive Type Sector format
COMPELMT Serial Attached SC5| Disk (naa.6000d3... 1 150.00 GB  Supported HDD a12e
COMPELMT Serial Attached SCS1 Disk (naa. 6000d3.. 2 170,00 GB  Supported HDD a12e

Note: Best practices include giving the datastore the same name as (or one containing) the volume name on
the storage array.

6. Select the VMFS version and click Next.

3 New Datastore

v 1 Type VMFS version

Specify the WMFS version for the datastore.
/" 2 Name and device selection

M rswersion [
4 Partition configuration YWF S B enables advanced format (9128 and automatic space reclamation support.

5 Ready to complete () WMFS 5
YMFS 4 allows the datastore to be accessed by ESWIESX hosts of version 6.0 ar earlier.

Note: If vSphere hosts running ESXi version 6.0 or earlier require access to the datastore, select VMFS

version 5 for backward compatibility. If only ESXi version 6.5 or newer require access to the datastore, select
VMFS 6.

7. Define the desired partition layout (or accept the defaults) and click Next.
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#3 Mew Datastore B
« 1 Type Partition configuration
Review the disk layout and specify partition configuration details.
+' 2 Name and device selection
" 3 YMFS version Partition Layout Datastore Details
¥ 4 Partition configuration Fartition Configuration | Use all available paditions | = |
+ 5 Ready to complete Datastore Size 7y 160,00 % GH
Block Size [1mB [~ ]
Space Reclamation Granularity | 1 MB | hd |
Space Reclamation FPriority Mone s L
Low: Deleted ar unmapped blocks are reclaimed on
the LU at low priority
SC-5AS-DE-01-160GH
Capacity 140.00 GB
Free Space: 150.00 GB
Back Next Finish Cancel
8. Upon completing the New Datastore wizard, verify the information and click Finish.
#3 Mew Datastore 2 »

" 1 Type

+/ 2 Name and device selection
' 3 YMFS version

+~ 4 Partition configuration

B4 5 Readly to complete

Ready to complete

Review your settings selections befare finishing the wizard.

General
Marne:
Type:
Datastore size:

Device and Formatting
DiskiLLIM
Fartition Farmat:
WFS Yersion
Block Size:

Space Reclamation Granularity:

Space Reclamation Priority

SC-8AS-DS-01-150GE
WMFS
150.00 GB

COMPELMT Serial Attached SCSI Disk (naa 600043100557 eal0000000000000000)
GPT

WMFS &

1 MB

1 MB

Lowe: Deleted or unmapped blocks are reclaimed on the LUR at low priority

Back Finish Cancel

9. Click the Refresh icon for the new datastore to be displayed in the Datastores list.
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[ 100.88.150.120 B 2. - 1) B | {gkActions
Getting Started  Summary  Monitar | Configure | Fermissions WMs Resource Pools  Datastores
“ Datastores
Storage * — .
T B4 Q BB | i Adtions ~
Storage Adapters
Hame 1 & Status Type
ST LS £ datastoreT @ Mormal YMFS &
£3 50-845-D8-01-15068 ® Normal S 6
Host Cache Configuration B 5C-5A5-DS8-02-170G8 @ Mormal WMFS 6
Protocol Endpoints

Metworks

Update Manager

[rata

10. Repeat steps 1 — 9 for each additional datastore.

11. For additional VMware vSphere hosts to which the storage volumes are mapped, rescan the SAS

HBA to refresh and populate the datastores list.

3.8.1.3 Configure Multi-path settings

The VMware native Multi-path uses a default Path Selection Policy (PSP). For best results, modify the default
PSP to Round Robin, as described in Dell EMC SC Series Best Practices with VMware vSphere 5.x-6.x.

3.8.2  Standalone vSphere host

A standalone vSphere host environment refers to the absence of vCenter management. In this type of
environment, the vSphere Embedded Host Client is used for management of the host. The following steps
were used to connect to storage mapped from an SC Series array and create a new datastore from that
storage on a standalone vSphere host. Configuration of the native VMware MPIO is also covered.
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3.8.2.1
1.
2.

Connect to mapped storage
In the vSphere Embedded Host Client, select Host > Manage > Storage.
In the Adapters tab, select the HBA (in this case, the Dell 12Gb SAS HBA) and click the Rescan

button.
|| & localhost techsollocal - Storage
Datastores Adapters Devices
Monftor Canfigure |SCSI C Refresh | £ Actions (Q search )
51 virtual Machines Harme ~ | Model ~ | Status ~ | Driver -
= Storage ¥ ymhbad PERC H330 Mini Unknown Isi_rmr3 B
© Networking i vmhbat Wellshurg AHCI Controller Unknown wmw_ahei
| urnhbaZ? Wiellsburg AHCI Caontroller Unknaw wriw_ahel
¥ vmhba3 Dell 126hps SAS HBA external Unknowm Isi_msgpt3
8 vrnhoad 2600 Seties 166b Fibre Channe|to PCI Exaress HBA Unknigwn dlnativetc
@ vmhbas 2500 Geries 16Gb Fibre Channel to PCI Exress HBA Unknown alnativers
8 vmhbadd UEB Storage Contraller Unknawn wrnkush =l
7items
vmhba3
Model Dell 12Ghps SA4S HBA external
Driver Isi_msgpt3
3. Open the Devices tab to view the new SAS storage devices.
"% Navigator [ localhosttechsol.local - Storage
- [ Host Datastores Adapters
Manage
Manitor f:l Mew datastore B Increase capacity Ei Rescan | e Refresh |
51 Virtual Machines Marme ~ | Status ~  Type ~ | Capacity ~
= Storage - 3 Local DELL Disk (nas G44a942044625M002149462634529698) & Mormal Disk 27888 GH
€2 Networking y Local HL-DT-5T CO-ROM (mpxymhbaZ: COTELD @ Mormal COROM Unknowin
=
2 COMPELNT Serial Aftached SC5I Disk (naa.B000d3100557ea00000000 & Mormal Disk 180 GH
2 COMPELNT Serial Attached SC5I Disk (naa.B000d3100557ea00000000... & Normal Dizk 170GHE
y Local USE CD-ROM (mpxumhba3d:COTOLO) & Maormal CDROM Unknowin
— Local USH Direct-Access (mpvmhba34COTOLY) & Mormal Disk 0B

3.8.2.2 Create a datastore

1. To create a new datastore from newly discovered SAS storage from the vSphere Embedded Host
Client, navigate to Host > Manage > Storage, and in the Datastores tab click the New datastore

button.
‘“ENavigatur | ‘E:l localhost.techsol.local - Storage
- Q Host Datastores Adapters Devices
Manage
Monitor IE:I e uataslurel | g Registeraym (g Datastore rowser | @ Refresh
{Z1 Virtual Machines Mame ~  Drive Type v Capacity ~ Provisioned ~ Free ~  Type ~
B datastarat MNon-§5D 271.25GH 873 MB 270368 WMFSE
€3 Networking
2. Follow the New datastore wizard:
3. Select the type of datastore to create. Click Next. (VMFS datastore in this case)
32 Dell EMC SC Series Storage with SAS Front-end Support for VMware vSphere | 3027-CD-VM DALEMC



Configure VMware hosts to access SC Series arrays with SAS FE ports

7 New datastore

Select creation type

2 Select device

How would you like to create a datastore?

3 Select partitioning options
4 Ready to complete

Add an extent to existing VMFS datastore

Expand an existing VMFS datastore extent

Mount MFS datastore

Create a new YMFS datastare on a local disk device

Back Mext

4

Next. (SC-SAS-DS-01-150GB in this case)

Hew datastore - SC-SAS-DS-01-150GB

+ 1 Select creation type Select device

hd 2 Select device

Select 3 device onwhich to create a new YMFS pattition

3 Select partitioning options
4 Ready to complete

Mame

| SC-5A5-DE-01-150GB

The following devices are unclaimed and can be used to create a new YMFS datastore

Marne w | Type ~ | Capacity
) COMPELNT Serial Atached SCSI Disk (naa 6000d3...  Disk 170 GB
) COMPELNT Serial Attached SCSI Disk (naa 6000d3...  Disk 140 GB

Free space -

1708 |

150 6B =
2 items

4

4. Enter the name for the new datastore and select the storage device on which it will be created. Click

5. Select the partitioning options (or leave the defaults). Click Next. (defaults were used in this case)
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3 New datastore - 5C-5A%S-DS-01-1506B

+ 1 Select creation type
v 2 Select device

Select partitioning options

Select how you would like to partition the device

|»

b 3 Select partitioning options
4 Readyto complete

Use full disk v

Before, select a partition

WMFS 6

Free space (150 GE)

After
1. WMFS (180 GE)

-]

,s

6. Review the information and click Finish.

3 New datastore - SC-SAS-DS-01-150GB

+ 1 Select creation type
+ 2 Select device

Ready to complete

Surmmany

+ 3 Select partitioning options

bd 1 Ready to complete
Mame

Disk

Partitioning

WF S version

SC-5A5-DS-01-150GE

COMPELMT Serial Attached SC3I Disk
(naz.6000d3100557ead0000000000000000e)

Use full disk

4

YMFS (150 GE)

-

)

7. Confirm erasure of the disk by clicking Yes.

-1 Warning

specified configuration, are you sure?

O\ The entire contents ofthis disk are aboutto be erased and replaced with the

8. Repeat steps 1 - 7 for each additional datastore as needed.
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9. After completing the New datastore wizard, the new datastore(s) will appear in the datastores list for
the host. In this example, the datastores were named SC-SAS-DS-01-150GB and SC-SAS-DS-02-

170GB.

1% Navigator
~ [@ Host
Manage

Manitor

51 Virtual Machines

= Storage .
€3 Networking

[ localhosttechsollocal - Storage

Datastores Adapters Devices

3 New datastore

MNatme

H datastoret

£ Registeravm (5 Datastore browser

~  Drive Type

Mon-550

~ | Capacity

271.25 GB

@ Refresh

~  Provisioned

973 MB

~ | Free

2703 GB

Tyne ~

VWSS

H 5C-3A5-DS-01-150GE
H 5C-3A5-DS-02-170GE

Mon-550
Mon-550

149.75 GB
168.75 GB

1.41 GB
1.41 GB

148.34 GB
168.34 GB

VMFSE
VMFSE

Note: Best practices include giving the datastore the same name as (or one containing) the volume name on

the storage array.

Configure Multi-path settings

The VMware native Multi-path uses a default Path Selection Policy (PSP). For best results, modify the default
PSP to Round Robin, as described in Dell EMC SC Series Best Practices with VMware vSphere 5.x-6.x.
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Additional resources

A Additional resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Dell EMC TechCenter is an online technical community where IT professionals have access to numerous
resources for Dell EMC software, hardware, and services.

Storage Solutions Technical Documents on Dell TechCenter provide expertise that helps to ensure customer
success on Dell EMC storage platforms.

Referenced or recommended Dell EMC publications:

e Dell EMC SC Series Storage product page

e Dell EMC Storage Compatibility Matrix

e Dell EMC SC Series Best Practices with VMware vSphere 5.x-6.x

e Preparing VMware ESXi hosts to Attach to SCv20x0, SC4020, SC5020 SAS Arrays
e Dell PowerEdge Controller 9 HBA User’s Guide

e Dell EMC SC Series Storage with SAS Front-end Support for Microsoft Hyper-V

Referenced or recommended Microsoft publications:

¢ VMware Knowledge Base
e VMware Compatibility Guide
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https://kb.vmware.com/selfservice/
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=io&productid=34317
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