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1 Overview 
This document provides information about Dell’s storage solution for Microsoft Exchange Server. This 

solution is based on the Microsoft Exchange Solution Reviewed Program (ESRP) – Storage program v4.0.  

For any questions or comments regarding the contents of this document, see Additional Information.  

The ESRP – Storage program was developed by Microsoft Corporation to provide a common storage 

testing framework for vendors to provide storage solutions for Microsoft Exchange Server.  For more 

information about the Microsoft ESRP — Storage program, see http://technet.microsoft.com/en-

us/exchange/ff182054.aspx. 

This technical white paper discusses Dell’s solution for 2,500 Exchange mailboxes with 5GB mailbox size 

supporting up to 150 messages per day in a two-copy DAG. The solution uses the Dell PowerEdge R730xd 

server for the Exchange mailbox server role and uses the internal storage of PowerEdge R730xd server for 

storing the Exchange mailbox databases and transaction logs. 

1.1 Disclaimer 
This document has been produced independently of Microsoft Corporation.  Microsoft Corporation 

expressly disclaims responsibility for, and makes no warranty, express or implied, with respect to the 

accuracy of the contents of this document.   

The information in this document represents the current view of Dell on the issues discussed as of the date 

of publication. Due to changing market conditions, it should not be interpreted to be a commitment on the 

part of Dell and cannot guarantee the accuracy of any information presented after the date of publication. 

http://technet.microsoft.com/en-us/exchange/ff182054.aspx
http://technet.microsoft.com/en-us/exchange/ff182054.aspx
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2 Features 
This technical white paper describes a tested and validated storage solution for a 2,500 mailbox Exchange 

2013 environment using Database Availability Group (DAG). A DAG is a high-availability (HA) mechanism in 

Microsoft Exchange 2013 that supports multiple copies (up to 16) of Exchange database.  There can be only 

one active copy of a given Exchange 2013 database at any given time. Mail clients access the active copy, 

and changes to the active copy are synchronized to the passive copies (including the copies located at 

remote sites if any) in the form of transaction logs. All hosts within a DAG are configured to be identical in 

terms of storage resources for Exchange 2013 databases and logs. The active and passive copies do not 

share any storage resources and reside on their own dedicated storage resources. 

This mailbox resiliency solution includes a single DAG and two copies of each database in a single site 

environment. Each server holds both database copies—active and passive. The tested environment 

simulates up to 2,500 users with 5 GB Mailbox size and 150 messages a day or 0.121 IO operations per 

second (IOPS) per user including a 20% IO headroom. 

In this solution, the PowerEdge R730xd server with 3.5-inch drives is configured for the Mailbox Server role. 

The 3.5-inch chassis of PowerEdge R730xd server has a distinct configuration mode where four 3.5-inch 

drives could be placed in the internal hard-drive tray of the chassis with twelve 3.5-inch drives in the front 

of the chassis. Thus, PowerEdge R730xd server provides extra storage compared to PowerEdge R720xd 

server. Each PowerEdge R730xd server hosts one active copy of an Exchange 2013 database and 

transaction logs and one passive copy of databases. Following are the major features of the server/storage 

system:  

 Capable of hosting up to sixteen 3.5-inch Large Form Factor (LFF) SAS/Nearline (NL) SAS/SATA 

drives of up to 6 TB1 including the four drives in the internal hard-drive tray of the chassis, plus two 

additional 2.5-inch disk drives in the back of the system (The 3.5-inch LFF configuration of the 

PowerEdge R730xd is used as part of this solution.); or up to twenty-six 2.5-inch Small Form Factor 

(SFF) SAS/NL SAS/SATA drives of up to 1.2 TB1 capacity (including the two 2.5-inch back-accessible 

disk drives) Or up to eighteen 1.8-inch hard drives of up to 960GB in addition to eight 3.5-inch 

Large Form Factor drives 

 Host-based RAID options with Dell PowerEdge RAID Controller H730P Mini 

                                                        

 

1 This information is accurate as of the date written. 
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3 Solution Components 
The solution employs Dell PowerEdge R730xd server/storage combination building blocks, which are 

capable of meeting the high performance requirements of messaging deployments. The solution is for up 

to 2,500 mailboxes of size 5GB each. The following subsections describe the hardware components that 

are part of this Exchange solution: 

Figure 1 Dell PowerEdge R730xd 3.5-inch Server 

 

 

3.1 Dell PowerEdge R730xd 
Dell PowerEdge R730xd is a 2-socket, 2U, rack server with highly expandable memory, dense storage 
capacity and impressive I/O capabilities, PowerEdge R730xd server can readily handle data-intensive 
applications that require large storage capacity and I/O performance, such as email. It delivers the 
performance and availability required for mission-critical email and is a great hardware building block for 
midsize or large business.  
 
The internal RAID controller enables a range of RAID levels for improved storage reliability, while the 
optional storage controller caching feature caches the most frequently accessed data, boosting database 
performance. Following are the major features of the server or storage system:  
 

 Intel Xeon processor E5-2600 product family  

 Dual processor sockets 

 With 24 slots, up to 768GB of Memory for RDIMMS and 1536GB for LRDIMMs  

 Up to 96TB Maximum Raw Internal Storage  

 Choice of chassis configuration with sixteen 3.5-inch LFF disk drives, twenty-four 2.5-inch SFF disk 

drives or eighteen 1.8-inch disk drives along with eight 3.5-inch LFF disk drives  

 Front loading drive bays plus two 2.5-inch SFF back-accessible drives 

 Integrated RAID support through PERC S130, H330, PERC H730, PERC H730P & External JBOD 

RAID support through PERC H830  

 Six PCIe 3.0 expansion slots 

 Choice of NIC technologies  
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 Dell OpenManage Essentials and Dell Management Console, Dell OpenManage Power Center and 

Dell OpenManage Connections 

The PowerEdge R730xd chassis configured with the 3.5-inch large form factor drives is used as part of this 

solution. For more information, see Dell PowerEdge R730xd Server product page. 

3.2  PowerEdge RAID Controller H730P Mini 
PowerEdge RAID Controller (PERC) H730P Mini is used in the PowerEdge R730xd server that hosts the 

Exchange Server. PERC H730P Mini is the internal host-based RAID Controller cards from the PERC Series 

8 family. These PERC cards, built on the LSI SAS-3 3108 dual-core PowerPC RAID-on-Chip (ROC), offer 

unmatched I/O performance for databases, applications, and streaming digital media environments.  

Table 1 shows the technical specifications of PERC H730P Mini. For more information, see Dell PowerEdge 

RAID Controller product page. 

Table 1 Dell PowerEdge RAID Controller H730P Mini Technical Specifications 

Feature Specification 

Solution  Eight port internal SATA+SAS solution supporting up 
to 32 hard disk drives (HDDs) and solid-state drives 
(SSDs) 

Physical dimension 167.6mm (6.6in) x 64.4mm (2.5-inch) (MD2 low 
profile) 

Connectors Two internal mini-SAS HD SFF8643 

Device support Up to 32 SAS or SATA devices 

Host bus type 8-lane, PCI Express 3.0 compliant 

Data transfer rate Up to 12 Gb/s per port 

SAS controller LSISAS3108 dual-core PowerPC ROC 

Cache size 2 GB 

RAID management Dell OpenManage Storage Services & Additional 
management through UEFI (HII) & CEM 

Optional SSD optimization Dell FastPath software: delivers high passive 
performance on SSD arrays 

For more information about recommended hardware specifications, see Section 4.3. 

http://www.dell.com/us/business/p/poweredge-r730xd/pd
http://www.dell.com/downloads/global/products/pvaul/en/dell-perc-h710p-spec-sheet.pdf
http://www.dell.com/downloads/global/products/pvaul/en/dell-perc-h710p-spec-sheet.pdf
http://www.dell.com/learn/us/en/04/campaigns/dell-raid-controllers
http://www.dell.com/learn/us/en/04/campaigns/dell-raid-controllers
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4 Solution Description 
In this solution, the PowerEdge R730xd server with 3.5-inch LFF drives is used as the Mailbox Server. The 

PowerEdge R730xd server provides SAS-based internal storage with RAID. The solution uses sixteen 3.5-

inch LFF 7.2KRPM NL-SAS disks and back-accessible 2.5-inch disks drives in the following layout: 

 Two back-accessible disk drives (in RAID 1 container) for the operating system plus application files 

and Exchange Transport database 

 Fourteen disk drives (in seven RAID 1 containers) for the Exchange database and its transaction logs 

 One disk drive marked for Restore LUN 

 One disk drive configured as a global hot spare 

 

The solution has a 2-copy DAG Layout with Exchange Servers hosted in a single site environment. Each 

server node has seven RAID 1 LUNs hosting one active and one passive database per LUN. Each database 

has 179 users with 5 GB mailbox. Thus, a single server can accommodate 1,250 users during normal 

operating conditions. Two such servers provide Exchange Mailbox Services for 2,500 users. The mailbox 

user profile that was tested had 150 messages per day or 0.121 IOPS per user, which included a 20% IO 

overhead. 

Figure 2 represents the distribution of database copies across the DAG members. It shows a 2-copy DAG 

highly available solution with Exchange Servers hosted in a single site environment.  Each server hosts one 

active and one passive copy of the Exchange database. If a server fails, the databases are activated on the 

second server to provide mailbox service continuity. 

Figure 2 Database Availability Group architectural diagram 

 

4.1 Failure and Recovery Scenarios 
Figure 2 shows the logical diagram of the solution in the data center. The solution employs two servers that 

are hosted in the same data center. A single server failure activates the passive copies of the impacted 

databases and the users connect to their databases on the second server. This is shown in Figure 3. The 
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condition considered and simulated here is a worst-case failure scenario wherein one server is unavailable 

and all the databases are activated on the second server. Thus, each host is designed in a way that any one 

server is capable of holding the entire load. Each server is capable of handling the load for 2,500 users. 

Therefore, with one server, all 2,500 users can be managed without compromising on the performance. 

Figure 3 With one server unavailable in the data center 

 

Figure 4 represents the database distribution across servers. The Microsoft Exchange 2013 Server Role 

Requirements Calculator can be used to derive the database distribution including the active and passive 

copies across servers. The database distribution follows a particular pattern to ensure that, if a server fails, the 

passive copies are activated on the remaining host such that the load on each of the host machine is evenly 

distributed. 

Figure 4 Database/Transaction Log Layout across servers in DAG 

 

http://gallery.technet.microsoft.com/office/Exchange-2013-Server-Role-f8a61780
http://gallery.technet.microsoft.com/office/Exchange-2013-Server-Role-f8a61780
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4.2 Storage Sizing  
The Storage sizing process includes the type of RAID, type of disk drives and number of disk drives both from 

capacity and IOPS perspectives. Selecting the right storage is crucial to achieve a balance between cost and 

performance. The storage design also depends on the actual size of mailbox on the disk drive, content 

indexing space, and log space required. 

Microsoft Exchange 2013 Server Role Requirements Calculator can be used to derive the required IOPS for a 

particular user profile. Figure 5 shows the Mailbox Calculator output for 2,500 users with 150 messages per 

day profile. The recommended IOPS per server is 302. Microsoft Exchange Jetstress tools verify if the storage 

subsystem meets the targeted IOPS requirement. For more information, see Section 5.   

Figure 5 Recommended IOPS from the Microsoft Exchange 2013 Server Role Requirements Calculator 

    

4.3 Recommended Hardware Configuration 
Based on the solution requirements described in the earlier sections, Table 2 and Table 3 provide more 

information about the server and storage configuration. The firmware and driver versions are also provided 

for the tested solution. 

Table 2 Exchange Server Configuration  

Microsoft Exchange Server System Dell PowerEdge R730xd Server with 3.5” HDD Chassis 

CPU 2 × Intel Xeon E5-2660 v3 processor with 10-cores 

Memory 96 GB DDR4 
 

NIC Qlogic Network adapters NetXtreme II 

RAID Controller Dell PowerEdge RAID Controller H730P Mini  

A Firmware version: 25.2.2-0004 
Storport Driver Version 6.3.9600.16384 
Driver version 6.602.07.00 

Internal Disks  2 x 1.2 TB  SAS  2.5-inch 10K RPM disk drives (Operating 
System and Application) 

 

 

http://www.dell.com/downloads/global/products/pvaul/en/dell-perc-h710p-spec-sheet.pdf
http://www.dell.com/downloads/global/products/pvaul/en/dell-perc-h710p-spec-sheet.pdf
http://gallery.technet.microsoft.com/office/Exchange-2013-Server-Role-f8a61780
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Table 3 Storage Subsystem configuration 

Storage System Dell PowerEdge R730xd Internal 3.5-inch drives 

Disks 16 x 4 TB 7.2K RPM NL-SAS 3.5-inch disk: 

 14 x 4 TB 7.2K RPM NL-SAS 3.5-inch drive in 7 x RAID 1 (for DB 
and Log)   

 1 x 4 TB 7.2K RPM NL-SAS 3.5-inch drive (for Restore LUN) 
 1 x 4 TB 7.2K RPM NL-SAS 3.5-inch drive (for Global Hot spare) 

RAID Controller Dell PowerEdge RAID Controller H730P Mini (Firmware version: 
25.2.2.0004) 
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5 Targeted Customer Profile 
This solution is intended for small to midsize organizations hosting up to 2,500 Exchange 2013 mailboxes. 

The configuration used for testing was as follows:  

 Number of mailboxes: 2,500 

 Number of sites: 1 

 Number of servers: 2 

 User IO profile: 150 messages sent and received or 0.121 IOPS per mailbox (This includes 20% 

IO overhead factor.) 

 5 GB Mailbox quota per mailbox  

 24x7 Background Database Maintenance enabled  

 Data Availability Group (DAG) for Mailbox Resiliency (2 copies simulated-1 Active, 1 Passive)  

5.1 Tested User Profile 
The tested user profile had 0.121 IOPS per user with a 5 GB mailbox size. This equates to 150 messages 

(sent or received) per mailbox per day and accounts for an additional 20% I/O overhead. Additional 

applications such as certain mobile messaging applications can increase the IOPS profile of a user by three 

or four times. 

5.2 Tested Deployment 
The tested deployment simulated a failure scenario where one server was completely unavailable and the 

passive copies on the surviving DAG member on the second server were activated to provide mailbox 

service continuity. Therefore, the IOPS simulated 2,500 mailboxes on the same Exchange 2013 Server. The 

target IOPS for the given profile was 302. The achieved IOPS was 980—much higher than the target—and 

the solution still maintained read and write latencies well within the recommended thresholds. The 

following tables summarize the testing environment: 

Table 4 Simulated Exchange Configuration 

Feature  Specification 

Number of Exchange mailboxes simulated 2,500 (at 5 GB mailbox size each) 

Number of Database Availability Groups (DAGs) 1 

Number of Sites  1 
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Feature  Specification 

Number of servers/DAG 2 

Number of active mailboxes/server 1,250 (during normal operations) and 2,500 
(during single server failure)  

Number of databases/server 14 (7 active, 7 passive) 

Number of copies/database 2 

Number of mailboxes/database 179 

Simulated profile: IOPS/mailbox 0.121 (150 messages/day) 
This includes 20% IO overhead factor 

Database/Log LUN size 3725 GB 

Number of LUNs per server 7 

Number of DBs per LUN 2 (one active, one passive) 

Background database maintenance (BDM) Tested with BDM enabled 

Total database size for performance testing 893 GB per DB 
24.42 TB total 

% storage capacity used by Exchange database 24.42 TB / 50.92 TB 
47.96% 
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Table 5 Storage and Server Hardware 

Feature Specification 

Storage connectivity (Fiber Channel, SAS, 
SATA, iSCSI) 

SAS 

Storage model and OS/firmware revision Dell PowerEdge R730xd with PERC H730P Mini 
Firmware 6.3.9600.16384 

Storage cache 2 GB- PERC H730P Mini 

Number of storage controllers 1 

Number of storage ports 2 (Two internal mini-SAS HD SFF8643) 

Maximum bandwidth of storage connectivity 
to host 

12 Gb/s per port 

Switch type/model/firmware revision NA 

HBA model and firmware H730P Mini Firmware 25.2.2-0004 

Number of HBAs/host 1 

Host server type Dell PowerEdge R730xd 
2 x Intel Xeon processor  
96 GB RAM 

Total number of disks tested in solution 28 (14 per server) 

Maximum number of spindles can be hosted 
in the storage 

16 x 3.5” and 2 x 2.5” per Dell PowerEdge 
R730xd server 

 

Table 6 Storage and Server Software 

Feature Specification 

HBA driver PERC H730P SAS-RAID 6.602.07.00 

HBA QueueTarget Setting N/A 

HBA QueueDepth Setting N/A 

Multi-Pathing N/A 
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Host OS Windows Server 2012 R2 Datacenter X64 
Edition  
 

ESE.dll file version  
 

15.0.1044.24 

Replication solution name/version N/A 

 

Table 7 Storage Disk Configuration (Mailbox Store Disks) 

Feature Specification 

Disk type, speed and firmware revision Dell 7.2K 3.5” RPM 4 TB NL-SAS 
Model – ST4000NM0063 

Raw capacity per disk (TB) 4 TB 

Number of physical disks in test 28 (14 per server) 

Total raw storage capacity (TB) 112 TB (56 TB per server) 

RAID level RAID 1 pairs 

Number of disks per LUN 2 

Total formatted capacity B 3725 GB per LUN 
50.92 TB total 

Storage capacity utilization 50.92/112=45.46% 
Formatted capacity/Total raw capacity 

Database capacity utilization 24.42 TB/50.92 TB=47.96%  
Database size/Total formatted capacity 
 

5.3 Best Practices 
Exchange Server 2007, 2010 and 2013 overcame the memory limitations of earlier Exchange versions by 

providing support as a 64-bit application. On Windows Server 2012 x64 Edition, about 4 TB of addressable 

memory is available for kernel mode and user mode applications. Both the application and kernel have 

sufficient memory for operations, allowing the Extensible Storage Engine (ESE) in Exchange Server 2013 to 

utilize more memory to buffer data pages. This reduces the number of I/O operations, specifically the read 

operations required on the disk subsystem. The total number of database disk I/O operations for a given 

user load depends on the available system memory. For a given load, the total database disk I/O operations 

required per second (IOPS) decreases over a period with the increase in system memory. This decrease in 

database IOPS is primarily caused by a decrease in database reads. 



 

                  

         16            Dell PowerEdgeR730xd 2,500 Mailbox Resiliency Exchange 2013 Storage Solution 

The Exchange Storage subsystem must be sized accurately to ensure that there are no I/O bottlenecks 

from an IOPS and disk latency perspective. The disk subsystem should be capable of supporting both the 

capacity and I/O throughput demands of the application. The following best practices are recommended 

to improve the I/O subsystem performance: 

 For Exchange 2013 database, it is recommended that the size of elements within a RAID stripe be 

set to 512K for best performance 

 Windows NTFS allocation unit size for Exchange 2013 database partitions should be set to 64K for 

best performance. If log partitions are separated from the database, the default allocation unit size 

should be used. While formatting the windows partitions, GUID partition table (GPT) should be 

used. 

 Average database read latencies (Avg. Disk sec/Read) should not exceed 20 ms. Exchange Server 

2013 storage latencies are most often related to the number of disk drives available for a given 

workload. Windows Performance Monitor may be used to monitor Exchange Server 2013 database 

counters. 

 Sharing Exchange 2013 storage resources with other applications may negatively affect the 

performance of Exchange 2013 deployment. Therefore, sharing the spindles hosting the Exchange 

Database and log with any other application or operating system is not recommended. 

 

For Exchange 2013 best practices on storage design, see: 

http://technet.microsoft.com/en-us/library/ee832792(v=exchg.150).aspx  

5.4 Backup Strategy 
Protecting email data from potential disasters requires a well designed and implemented backup solution. 

Depending on environmental requirements, different backup strategies may be implemented, such as 

backup to tape or LAN/SAN-based backup. In this solution, DAG is used to maintain a passive database 

copy on a separate storage system. This passive copy of the database may be used to back up to tape or 

disk drive.  

The log replay test was used to measure the maximum rate at which the log files can be replayed on the 

passive copies. This is used to determine the restore times and also the database write throughput that can 

be achieved during a log recovery. 

http://technet.microsoft.com/en-us/library/ee832792(v=exchg.150).aspx
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6 Test Result Summary 
This section provides a high-level summary of the test data from Microsoft Exchange Jetstress as part of the 

ESRP requirements and the link to the detailed HTML reports, which are generated by the ESRP testing 

framework.  

6.1 Reliability 
Reliability tests run for 24 hours and the goal is to verify if the storage can handle a high I/O load for a long 

period. After the stress test, both log and database files are analyzed for integrity to make sure that there is 

no database/log corruption. 

The following list provides an overview of any errors reported during testing:  

 Any errors reported in the saved event log file? No 

 Any errors reported in during the database and log checksum process? No 

6.2 Storage Performance Test Result Report 
The storage performance test is designed to exercise the storage with maximum sustainable Exchange I/O 

for four hours. The test shows how long it takes the storage to respond to an I/O under load. The data here 

is the sum of all of the logical disks I/O’s and average of all the logical disks I/O latencies in the four hour 

test duration. The achieved IOPS was around 1001. 

As part of the ESRP framework, the Stress Test was also performed. The duration of the test was 24 hours 

with a target IOPS of 0.121 per user or 302 IOPS per server. The achieved IOPS was around 971 per server, 

well above the target IOPS. The Stress Test Result Report 

6.2.1 Individual Server Metrics 
Table 8 shows the sum of I/O across Mailbox databases and the average latency across all databases on a 

per server basis. 

Table 8 Sum of I/O’s and average latency 

 

Database I/O  

Target Disk Transfers/sec 302 

Database Disks Transfers/sec 1001 

Database Disks Reads/sec 678 

Database Disks Writes/sec 323 

Average Database Disk Read Latency (ms) 14.47 
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Database I/O  

Average Database Disk Write Latency (ms) 1.70 

Transaction Log I/O  

Log Disks Writes/sec 84.54 

Average Log Disk Write Latency (ms) 0.12 

 

6.3 Database Backup/Recovery Performance 
There are two test reports in this section.  The database backup test measures the sequential read rate of 

the database files, and the soft recovery test measures the recovery/replay performance (playing 

transaction logs in to the database).  

6.3.1 Database Backup Test Result Report 

6.3.2  
The test is to measure the maximum rate at which databases could be backed up through VSS. The 

following table shows the average rate for a single database file:  

Table 9 Database Backup Test Metrics 

MB read/sec per database  164.34 

MB read/sec total per server 2300.72 

 

6.3.3 Soft Recovery test Result Report 
The test is to measure the maximum rate at which the log files can be played on the passive copies. The 

following table shows the average rate for 507 log files played in a single storage group. Each log file is 1 

MB in size. 

Table 10 Soft Recovery Test metrics 

Average number of log files played 509 

Average time to play one Log file (sec) 2.67 
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7 Conclusion 
This ESRP document presents a tested and validated Exchange solution for 2,500 mailboxes with 5GB 

mailbox size supporting up to 150 messages per day in a two-copy DAG. The solution uses the Dell 

PowerEdge R730xd server for the Exchange mailbox server role and the internal storage of PowerEdge 

R730xd for storing the Exchange mailbox databases and transaction logs.  

Testing was carried out as part of the ESRP test framework using Microsoft Exchange Server 2013 Jetstress. 

The test results showed that the proposed solution is more than capable of delivering the IOPS and 

meeting the capacity requirements to support 2,500 mailboxes.  

This document is developed by storage solution providers and reviewed by the Microsoft Exchange 

Product team. The test results/data presented in this document are based on the tests introduced in the 

ESRP test framework. Customers should not quote the data directly for pre-deployment verification. It is 

still necessary to go through the exercises to validate the storage design for a specific customer 

environment.  

The ESRP program is not designed to be a benchmarking program and the tests are not designed to obtain 

the maximum throughput for a given solution. Rather, the tests focus on obtaining recommendations from 

vendors for Exchange application. The data presented in this document should not be used for direct 

comparisons among solutions. 
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8 Additional Information 
1. Dell.com/support is focused on meeting customer requirements with proven services. 

2. DellTechCenter.com is an IT Community where you can connect with Dell Customers and Dell 

employees for sharing knowledge, best practices and information about Dell products and installations. 

3. Referenced or recommended Dell publications: 

a. Dell Unified Communications and Collaboration website 

b. Dell PowerEdge R730xd  

c. Dell PowerEdge RAID Controller (PERC) H730P User Guide 

 

 

 

  

http://www.dell.com/learn/us/en/555/unified-communications
http://www.dell.com/learn/us/en/555/unified-communications
http://www.dell.com/us/business/p/poweredge-r730xd/pd
ftp://ftp.dell.com/Manuals/all-products/esuprt_ser_stor_net/esuprt_dell_adapters/poweredge-rc-h730p_User's Guide_en-us.pdf
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A Performance Test Result Report 
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B Stress Test Result Report 
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