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Executive summary

4

This white paper provides information on the Tech Support Report feature and
generating the report using out-of-band interfacec such as WS-Man, RACADM, iDRAC
GUI, and LC UL,

The Tech Support Report feature available on the 13th generation PowerEdge servers
enables you to collect and export system information such as hardware, OS and
Application data, storage controller logs, and Lifecycle Controller logs in a standard zip
format. This zip file is used by the technical support personnel to troubleshoot any issue
with the system.
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Deployment and configuration guide for Tech Support
Report

This Dell technical white paper provides detailed information on how to update the OS
and Application Data remotely and export the Tech Support Report (TSR) to a network or
local share using WS-Man, RACADM, iDRAC GUI, and Lifecycle Controller GUI..

Introduction:

In the Information technology era, organizations both large and small depend on
servers for business development. Servers help in accessing vital data round the clock
hence it is important for any organization to maintain the server without any
malfunction. A server malfunction may occur due to network failure, hardware problems
and so on. You will then require system logs to identify the cause of a malfunction in a
server.

On Dell PowerEdge 11th generation servers and later, the Dell System E-Support
Tool (DSET) allows you to gather the system configuration report. This report is used by
the Dell technical support to troubleshoot any issues with the system. You must to select
the filter option while installing the DSET.

Note:

o |fiDRAC isn't enabled the user has to ensure that there is an in-band agent (OMSA) to collect
detailed HW and storage information. Depending on the option an additional 15-30 minutes and
a potential reboot is required to install in-band agent)

e You must install the DSET tool and run it on a host system (both Windows and Linux) tp access
the report.

On the 13th generation Dell provides the Tech Support Report feature that allows
you to generate the report remotely from a host system using iDRAC out-of-band
interface without having to install the DSET tool.. Users can get the report remotely from
host using iDRAC out of band interfaces. With this feature users need not install the
DSET tool on host and on the other hand gets the report in approximately 20minutes,
which is faster than the DSET.

Note: The Tech Support Report feature is also available on the 12t generation PowerEdge servers.
However, this feature is limited to Hardware inventory data only.
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Configuration Prerequisites

e TSR support is available with a base license on 13th generation PowerEdge servers. For
more information about managing licenses, navigate to Overview-> Server Lienses->
iDRAC Online Help in the iDRAC web interface.

e The server must have a valid service tag (7 characters).

e You must have Login and Server control privileges.

e Ensure that the latest IDRAC firmware for 13th generation servers is available.

e To retrieve the OS and Application Data the OS Collector tool or iDRAC Service
Module must be installed on the system .The OS Collector tool is preinstalled on the
system. See the Dell Support site to upgrade or downgrade the OS Collector tool. To
automatically collect the OS and Application data, ensure that iDRAC Service Module is
installed and running on the server and a supported operating is installed on the server.

e TTYLogs are supported on storage controllers that have Agent free monitoring
capability.

Example PERC 9.1-

- Constraints:
e Collect System Inventory On Restart (CSIOR) is enabled.
e Lifecycle Controller must be enabled, no other modes will be supported (ex: Disabled,

Recovery etc.).

Example commands:

Get command: To get the current value of CSIOR.

“racadm get LifecycleController.LCAttributes.CollectSystemInventoryOnRestart”

Set Command: To set the CSIOR value.

“racadm set LifeCycleController.LCAttributes.CollectSysteminventoryOnRestart Enable”

Solution overview of TSR:

The Tech Support Report feature allows you to update the OS and Application health
data and collect and export DSET equivalent information. The TSR workflow consists of
the following.

Update Operating System Health Data:
This method updates the OS and Application data and saves it to the iDRAC internal
storage. You can update the OS and Application data using any of the following options:
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e Automatic: The method will update the OS and Application data automatically. This will
require the iDRAC Service Module (iSM) to be installed and running in the Server OS. so you
must ensure that the iDRAC Service Module (iSM) is installed and running in the server OS.

e Manual: If iSM is not installed and running in Server OS then user needs to manually
execute the OS Collector script in Server OS to update the OS and Application Data.

The Steps for manual process:
a. IDRAC exposes a virtual USB device labeled DRACRW containing the OS collector
executable to the server OS.
b. You must execute the executable from the DRACRW partition on the server OS.
After the execution is completed, the OS and Application Data is copied to the iDRAC
storage and DRACRW partition is detached.

1.3.2 Exporting TSR
This method gathers or collects information that traditional DSET provides and exports the
report file to the respective remote share paths (CIFS/NFS) or local share
You can collect the following information:
e Hardware data
e Storage TTY logs
e Filtered OS and Application Data
o (Unfiltered) OS and Application Data

1.3.3 Creates Job:
o A Lifecycle Controller job is created as soon as TSR is initiated, since it could take few min
to complete the collection and export.
e You can verify the job status by using WS-Man/RACADM/GUI interfaces.
e The TSR job is not a scheduled job, hence it will run immediately.
o We can access the report, once the job is complete.

1.4 Update Operating System Health Data:

1.4.1 Using WS-Man:

The UpdateOSAppHealthData method updates the latest operating system health data based on
the UpdateType input parameter provided and saves the information in the iDRAC internal
storage. This method is defined in the DCIM_LCService class.
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For more information on input, output parameters and method details, see the
Dell_LCCManagementProfile in the profile document in the dell tech center.

http://en.community.dell.com/techcenter/systems-management/w/wiki/1906.dcim-library-
profile

Input Parameters:

1. UpdateType = 0 (Automatic)
UpdateType = 1 (Manual)

Note: Default value is “0”
This method returns the job ID once it is success.

Command to update OSAppHealthData:

winrm i UpdateOSAppHealthData http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LCService?SystemCreationClassName=DCIM_ComputerSystem+CreationCla
ssName=DCIM_LCService+SystemName=DCIM:ComputerSystem+Name=DCIM:LCService -u:%iDRAC
username% -p:%IDRAC password% -r:https://%IDRAC ip address’%/wsman -SkipCNCheck -SkipCACheck -
encoding:utf-8 -a:basic @{UpdateType="0/1"}

Command to verify the job status:

winrm get http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LifecycleJob?InstancelD=%JOB ID% -r:https://%IPADDRESS%/wsman:443 -
u:%USERNAMEY -p:%PASSWORD?Y% -a:basic -encoding:utf-8 -SkipCACheck -SkipCNCheck -
skiprevocationcheck

Error messages:
This method returns an error message if iSM is not running. For more information on the error
message, check the Dell Message Registry at.

http://en.community.dell.com/dell-groups/dtcmedia/m/mediagallery/20440477

or

http://en.community.dell.com/techcenter/systems-management/w/wiki/lifecycle-controller

Example:

winrm i UpdateOSAppHealthData http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LCService?SystemCreationClassName=DCIM_ComputerSystem+CreationCla
ssName=DCIM_LCService+SystemName=DCIM:ComputerSystem+Name=DCIM:LCService -u:root -
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139 p:calvin -r:https://10.94.225.68/wsman -SkipCNCheck -SkipCACheck -encoding:utf-8 -a:basic
140 @{UpdateType="0"}

141 UpdateOSAppHealthData_OUTPUT

142 Message = Unable to start the collection of OS and Application Data because the iDRAC Service Module
143 (iISM) is not running in the server OS.

144 MessagelD = SYS140

145 ReturnValue = 2

146 142 Using RACADM:

147 Command to automatically collect the OS health data:

148 $racadm techsupreport collect -t <Type of logs required>

149 Example:

150 $racadm techsupreport collect —t OSAppNoPI|

151 The types of logs supported:,

152 o SysInfo - System Information

153 o OSAppNoPIl - Filtered OS and Application data

154 o OSAppAll - OS and Application data

155 o TTYLog - TTYLog data

156 Note: If the type of log information is not specified, the SysInfo log is collected by default. You can
157 provide multiple options by using a comma as a delimiter. The options are case insensitive.
158

159 Command to manually collect the OS and Application data:

160 Sracadm techsupreport updateosapp -t <Type of 0S App logs>

161 Example:

162 Sracadm techsupreport updateosapp -t OSAppAll

163 The types of OS logs supported:

164 o OSAppNoPIl - Filtered OS and Application data

165 o OSAppAll - OS and Application data

166 Command to verify job status:

9 | Generating Tech Support Report on 13th Generation Dell PowerEdge Servers | Version 1.0



167 Sracadm jobqueue view -1 <Job ID>

168 1421  Error messages:

169 o |f you do not have sufficient access privileges to perform the techsupreport collect operation.
170 Message = Unable to run the command, because of insufficient user

171 privileges. Make sure that you have appropriate privileges, and then

172 retry the operation.

173 MessageID = RAC1115

174 e You have entered an invalid log type.

175

176 Message = The entered log type is invalid. Check help text for the list
177 of valid log types and retry the operation by entering a valid log type.
178 MessageID = RAC1145

179 e [f the iSM is not running.

180

181 Message = Unable to initiate the “techsupreport collect” operation for
182 the Tech Support Report (TSR) because the iDRAC Service Module (iSM) 1is
183 not running. Run the command "racadm get iDRAC.ServiceModule" to make
184 sure that iDRAC Service Module is installed and running on the server
185 operation system (0OS) and also to verify that the collection of the

186 server OS data is enabled.

187 MessageID = RAC1161

188 e C

189

190 Message = Unable to initiate the techsupreport collect operation for the
191 Tech Support Report (TSR) because another collect operation is in

192 progress. Wait for the current collect operation to complete before

193 initiating another collect operation. To view the status of the

194 "techsupreport collect" operation, run the command "racadm jobgqueue view"
195

196 MessageID = RAC1162
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197 145 Using the iDRAC GUI:

198 1. Login to iDRAC GUI.
199 2. Click to Server-> Troubleshooting-> Tech Support Report.

System Id Diagnostics = PostCode  LastCrashScreen | Video Capture [ CWEITNSGGENS
PowerEdge RE30
root, Admin

To Collect OS and Application Data

To expartthe current operating system and application data, do one of the following:

B¢ Ovenview + Install the IDRAC Senice Module (Recommended) Leam More OR

B Senver + Click Attach 05 Collector and then run the OS Callector from the server's operating system.

Log
Power [ Thermal
Virtual Console
Alerts
Setup Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional

Troubleshooting report settings and actions,

Technical Support Report Data

iDRAC Settings
Hardware Options: » Advanced Export Options
Storage

Technical Support Report Dat: Hardware N .

Sclnieal stppnitepotbats HevErE Collection Time will take

Contrall 085 and Application Data( Time Stamp: Never less than 2 Minutes
Enclo:
Ho

Export Location

File Location ¥ Local Netwark

| agree to allow Technical Support o use this data. See Full Terms and Conditions Aftach 05 Collector |

200
201

202
203 3. Click Attach OS Collector.
204

System Iden Diagnostics =~ PostCode = LastCrash Screen  Video Caplure EREMIEIINGUEE 18
PowerEdge R630

it, Adi
foot, Aamin To Collect OS and Application Data

ﬂ To export the current operating system and application data, do one of the following:
B Oveniew + Installthe IDRAC Senice Module (Recommended): Leam More OR
B~ Server + Click Atach 0S Collector and then run the OS Collector from the server's operating system.
Logs
Power/ Thermal
Virtual Console

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data Attach OS Collector
iDRAC Settin 0S Collector must be run on the server 05 in order to export 0S and Application Data. A
Hardware Options: > Advanced Export Options virtual USB device labeled DRACRYY has appeared in the server O: evice
“ contains the 0S Collector utility, go to the Server 05 and run the version of the utiity
Storage appropriate to the O3 type. After the O3 Collector utiity execution has completed, return

to thie page to finish exporting the Technical Support Report (TSR).
Technical Support Report Data

Collection Time will take

| Launch Vifual Console | | Close
less than 2 Minutes
Export Location
File Location * Local Network
| agree to allow Technical Support to use this data. See Full Terms and Conditions | Aftach OS Coliector |

205
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206

207

208 NOTE: The Attach OS Collector is displayed only if the iDRAC Service Module is not installed and running
209 on the server. If the IDRAC Service Module is running then the Automatic option is displayed and the

210

Attach OS Collection option is not displayed. The OS and Application Data is automatically collected
211 during export.

212 4. Follow the instructions on the screen to collect the latest OS and Application
213 Data.
214
215
216 Viewing Job status:
217 To view the local or network export job status, click Server-> Job Queue.
Integrated Dell Remote
Ac ntroller 8 Enterprise Support | About | Logout
System Properies  AffachedMedia =~ vFlash  Semice Module |[ERLIIOTIETES
PowerEdge R630
root, Admin
Job Queue ® C 7
B Oveniew
Logs D Ji Stat
Power [ Thermal 0 atus
Virtual Console S JID_067672179228 TSR _Collect Running (16%)
Herts + JID_067669392012 TSR_Collect_Export Completed (100%)
Sefup
& JID_067665486810 TSR_Collect Completed {100%)
& JID_067664254639 TSR_Collect Failed (2%
IDRAC Selings 8 JID_067660352336 TSR_Callec Completed (100%)
Hardware + JID_067644513360 TSR_Collect Completad with Errors (100%
Slorage
+ JID_067612568643 Firmware Update: IDRAC Completed
+ JID_065890838829 Firmware Rollback: IDRAC Completed (100%)

Controlle

End

218

219 Note: iSM is not running: iDRAC GUI will not display any error or warning message. But the Option
220 “Attach OS collector” gets displayed.

221 Find more details in the section 1.4.3.

222 144 Using the Lifecycle Controller Ul:

223 Lifecycle Controller does not support updating OS and Application Health data. You can use
224 interfaces such as iDRAC GUI, RACADM, and WS-Man to update the information.
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Exporting TSR

Using WS-Man:

ExportTechSupportReport method with the DataSelectorArrayln input parameter to export the
TSR to a share location. This method returns the job ID if successful.

The ExportTechSupportReport method is defined in the DCIM_LCService class.

For more information, see the Dell_LCManagementProfile in the profile document. This is
available in dell tech center.

http://en.community.dell.com/techcenter/systems-management/w/wiki/1906.dcim-library-
profile.

ExportTechSupportReport Input Parameters:
The following are the input parameters for ExportTechSupportReport method.

e DataSelectorArrayln: The options available are:

= 0- HW Data

= 1-OSApp Data Without PII
= 2 -0OSApp Data

= 3-TTY Logs

Note: The default value is 0. On the 12" generation PowerEdge servers, export of only hardware data is
supported.

e |PAddress: IP address of network share.

e ShareName: Network share address.

e ShareType: Type of network share (NFS=0 and CIFS=2).

e Username: The username to access the network share for the export result.
e Password: The password to access the network share.

Command to run ExportTechSupportReport:
For Single Input Selection:

We can provide the single input either O or 1 or 2 or 3 for DataSelectorArrayin.
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274

275

276

winrm i ExportTechSupportReport http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LCService?SystemCreationClassName=DCIM_ComputerSystem+Creatio
nClassName=DCIM_LCService+SystemName=DCIM:ComputerSystem+Name=DCIM:LCService -
u:%iDRAC user name% -p:%iDRAC password¥% -r:https://%|PAddress?%/wsman -SkipCNCheck -
SkipCACheck -encoding:utf-8 -a:basic -@{DataSelectorArrayln="1";IPAddress="IP address of
target”;ShareName="User specified name";ShareType="either 0 or 2";Username="target
username”;Password="target password"}

For Multiple Input Selections:

Need to pass multiple input values through XML file. Attached sample XML file for more details.

ExportTechSupportReport.xml file content:

<p:ExportTechSupportReport_INPUT xmlns:p="http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LCService">

<p:DataSelectorArrayln>1</p:DataSelectorArrayln>
<p:DataSelectorArrayln>2</p:DataSelectorArrayln>
<p:DataSelectorArrayln>3</p:DataSelectorArrayln>
<p:IPAddress>IP address of target</p:IPAddress>
<p:ShareName>User specified name</p:ShareName>
<p:UserName>target username</p:UserName>
<p:Password>target password</p:Password>
<p:ShareType>either O or 2</p:ShareType>

</p:ExportTechSupportReport_INPUT>

winrm i ExportTechSupportReport http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/root/dcim/DCIM_LCService?SystemCreationClassName=DCIM_ComputerSystem+Creatio
nClassName=DCIM_LCService+SystemName=DCIM:ComputerSystem+Name=DCIM:LCService -
u:root -p:calvin -r:https://10.94.162.132/wsman -SkipCNCheck -SkipCACheck -encoding:utf-8 -
a:basic -file:C:\Users\Sreelakshmi_V\ExportTechSupportReport.xml

ExportTechSupportReport_OUTPUT
Job
EndpointReference

Address = http://schemas.xmlsoap.org/ws/2004/08/addressing/role/anonymous

ReferenceParameters

ResourceURI = http://schemas.dell.com/wbem/wscim/1/cim-schema/2/DCIM_LifecycleJob

| Generating Tech Support Report on 13th Generation Dell PowerEdge Servers | Version 1.0
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277 SelectorSet

278 Selector: InstancelD = JID_111034772764, __cimnamespace = root/dcim

279 ReturnValue = 4096

280

281 Command to verify the job status:

282 winrm get http://schemas.dmtf.org/wbem/wscim/1/cim-

283 schema/2/root/dcim/DCIM_LifecycleJob?InstancelD=%JOB ID% -

284 r:https://%IPADDRESS%/wsman:443 -u:%USERNAMEY% -p:%PASSWORDY% -a:basic -encoding:utf-8 -
285 SkipCACheck -SkipCNCheck —skiprevocationcheck

286 1511 Error messages:

287 The following lists the scenarios when you may encounter an error.

288 e Anexportjobisin progress and you initiate another export TSR job

289 Message:

290 The iDRAC is unable to start the Tech Support Report job, because a report collection job is

291 already running on the server.

292 Check the Dell Message Registry for event/error message information at.

293 http://en.community.dell.com/dell-groups/dtcmedia/m/mediagallery/20440477

294 or

295 http://en.community.dell.com/techcenter/systems-management/w/wiki/lifecycle-controller

296

297 e You provided an invalid input parameter.

298 winrm i ExportTechSupportReport http://schemas.dmtf.org/wbem/wscim/1/cim-

299 schema/2/root/dcim/DCIM_LCService?SystemCreationClassName=DCIM_ComputerSystem+CreationCla
300 ssName=DCIM_LCService+SystemName=DCIM:ComputerSystem+Name=DCIM:LCService -u:root -

301 p:calvin -r:https://10.94.161.123/wsman -SkipCNCheck -SkipCACheck -encoding:utf-8 -a:basic

302 @{DataSelector="ABC";IPAddress="%%";ShareName="%%";ShareType="%%";Username="%%";Password="%
303 %"}

304 ExportHealthReport_OUTPUT

305 Message = Invalid value of parameter DataSelector

306 MessageArguments = DataSelector
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307 MessagelD = LC017

308 ReturnValue = 2

309 152 Using RACADM:

310 After the required logs are collected, they can be exported to a remote file share (CIFS or
311 NFS) or a local file share (on a management system).

312 Command to export the collected logs to a CIFS share:

313 sracadm techsupreport export —1 //192.168.22.25/myshare —u myuser —p mypass
314 Command to export the collected logs to an NFS share:

315 $racadm techsupreport export —1 192.168.22.25:/myshare

316 Command to export the collected logs to the local file system on a management
317 system:

318 $ racadm techsupreport export —f report.zip

319 Command to verify job status:

320 $racadm jobqueue view —i <Job ID>

321 1521 Error messages:

322 1. The following error:

323 Message = The export operation is unsuccessful. Run the RACADM “techsupreport
324 collect” command again and then retry the export operation.

325 MessagelD = RAC1151

326

327 153 Using iDRAC GUI:

328 1. Login to iDRAC GUI.
329 2. Click Overview-> Server-> Troubleshooting-> Tech Support Report.
330 The Tech Support Report page displays the Basic Export Options.
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/ (@) idrac - iIDRACS - Tech Sup X = )

<« C' | {5 b#ps//10.94.225.31/index.htmI?ST1=5994a610b556f0daled3a0baf5e39ee0, ST2=4622875c1c68b0c044ch3 1ba74234fcd v =

=2 Apps 1 HTML

Enterprise Support | About | Logout

System Identify ~ Diagno tCode = LastCrash Screen
PowerEdge R630
root, Admin

Video Capture Tech Support Report

Tech Support Report

B--Overview
B Server
Logs
Power [ Thermal
Virtual Console ~ To Collect OS and Application Data
“ To export the current operati m and application data,
* Install the iDRAC Sef
¢ Click Attach OS Call

do one of the following

ule (Recommended): Leamn More OR
then run the OS Collector from the server's operating system.

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data

Options: » Advanced Export Options

Technical Support Report Data Hardware

Collection Time will take
08 and Application Data( Time Stamp: Never } less than 2 Minutes

Export Location

331

332

333 The Basic Export Options page allows you to collect the Hardware and OS and

334 Application Data. The latest OS and Application Data is automatically collected and

335 included in the report if iDRAC Service Module is installed and running on the server. If
336 the iIDRAC Service Module is not available, a cached copy of the OS and Application Data
337 (from a previous collection) is included in the report. The time stamp of the cached copy
338 is displayed in the GUI.

339

340

341

342

343 3. Click Advanced Export Options to select the following additional options:

344

345 e RAID Controller Log

346 e Enable Report Filtering under

347 NOTE: Select the Enable Report Filtering option, to export the user sensitive data such as

348 registry details, MAC address, IP address and so on while collecting the OS and Application
349 data.

350 User has the option to select only the required data to export.
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System Iden Diagnostics PostCode | LastCrashScreen  Video Caplure [ ERET RSN LT
PowerEdge R63
root , Admin To exportthe current operating system and application data, do one of the following:

+ Install the iDRAC Service Module (Recommended). Learn More OR

« Click Attach OS Collector and then run the OS Callector from the servers operating system.

B Oveniew
B Senver
Logs
Power [ Thermal
Virtual Console

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data

Options: » Basic Export Options

iDRAC Seftin
Hardware
o . ¥ Hardware
Technical Support Repart Data Collection Time will take
RAID Controller Lag less than 2 Minutes

Controll
Enclo
Ho!

Export Location

File Location * Local Metwork

lagree to allow Technical Support to use this data. See Full Terms and Conditions | Attach OS Collector |

351
352

353 4. Select the file location to save the report:
354 Local - To save to the file to a location on the system.
355 Network - To save the file to a network share.

356
357 Local Export:

358 5. Select | agree to allow Technical Support to use the data.

359 The Export button is enabled

System Identify ~ Di cs  PostCode = LastCrashScreen | Video Capure [ ERETRINVIEENE
PowerEdge R630

root, Admin To export the current aperating system and application data, do one of the fallowing

+ Install the IDRAC Senvice Module (Recommended). Leam hore OR

B Oweniew + Click Attach O3 Callzctor and then run the OS Collector from the senvers operating system.

Power / Thermal

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data

Inf
nusion Options: » Basic Export Oplions

iDRAC Seffings
Hardware

Suppe ! | Hardware
Technical SUPDOM REDOM DA .o Collection Time will take

RAID Controller Log less than 2 Minutes

Export Location

File Location EIL-JCS\ Metwark

\agree to allow Technical Support to use this data. See Full Terms and Conditions | Attach O3 Collector

360
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361 6. Click Export to export the report.
362 The progress of the export is displayed. The file is exported and available on the location as a zip file.

System Idenify ~ Diagnostics =~ PostCode  LastCrashScreen  VideoCapture JIEWIRIITVVSE
PowerEdge RE30
root, Admin

B Oveniew System Alert

Server

= Tech Support Report (TSR) data is being collected. This operation wil take less than 2 minutes
Logs ‘ To cancel the reports collection click Cancel,
Power [ Thermal

Virtual Console

Alerts | Jobqueue | | Cancel |
Setup
~Troubleshooing

Tech Support Report & C ?

n
iDRAC Setfings
Hardware

rage
Physical DX
Virtual
Contro

To Collect 05 and Application Data
To export the current operating system and application data, do one of the following:

+ Install the IDRAC Senvice Module (Recommended): Learn More OR
o Click Attach 03 Collector and then run the OS Collector from the server's operating system.

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report setfings and actions.

Technical Support Report Data

363
364

365 NOTE: You can click Cancel to stop the export. After export is completed, the following is

366 displayed
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System Identify  Diagn PostCode | LastCrash Ser
PowerEdge R630
root, Admin

ULILT= A Tech Support Report

B Ovendew System Alert
B Server

The Tech Support Report is created. To export the repert, click OK. Else, click Cancel.

Power ! Thermal
Virtual Console

Aers Tech Support Report & C 7

| 0K || Cancel |

Intrusion

DRAC Seting To Collect OS and Application Data

Hardware “ To export the current aperating system and application data, do one of the following
« Installthe IDRAC Serv Ule (Recommended): Leam Mare OR
» Click Attach OS Collector and then runthe 0% Collector from the server's operating system.

Instructions: Export Report will create a zip file that can be sent to Dell Technical Support to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data

Options: > Basic Export Options

367

368 7. Click OK to export the report.

Integrated Dell Remote
Access Controller 8 Enterprise | About |

System

Tech Support Report # C 7
DOpening TSR20140730192950m.zip

‘fou have: chosen to open:

1, TSR20140730192950m.zip
Ta Collect O5 and Application D: whichis a: Compressed (zipped) Foldr
To exportthe current operafing system From: https:f/10.54.225.31

+ Install the IDRAC Service MOSU  -what should Firefox: do with this fils?
o Click Attach 05 Collector and t

[0 g: IW\ndaws Explorer (default) j
" SaveFle
I™ Do this autamatically for Fles like this from now on,
Instructions: Export Report will create a zip file rystem issues. Choose Advanced Export Options to specify optional
report settings and actions.

Technical Support Report Data

Options: > Advanced Export Options

\t
Technical Support Report Data Hardware Collection Time will take

369

370 8. Click OK to open/save the zip file and view the report

371 Note: While export is in progress, user can traverse to other pages and return back to “Tech Support
372 Report” page to view the status and export the file.

373 Network Export:

374 5. Select File location as “Network”.
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375
376

377

378

379

380

System
PowerEdge R630
root, Admin

B Oveniew
Server
Lo
Power [ Thermal
Virtual Console

Intrusion
iDRAC Settin
Hardware
Storage

Identi Di tics ~ PostCode

Options: > Ad d Export Options

Last Crash Screen

Video Capture

Technical Support Report Data

Export Location

File Location

Tech Support Report

Hardware

083 and Application Datal Time Stamp: Never )

Local 0 Network

Network Settings

PIOIOCON .o
IP Address

Share Name

DOMAIN NEME .o
USer Mame ...

PESSWOIT ...
Test network connection

CIF§ NF&

| agree to alow Technical Support to use this data. See Full Terms and Conditions

Collection Time will take
less than 2 Minutes

Aftach OS Collector

6. Type the network share details. Select | agree to allow Technical Support to use the data.

The Export button is enabled.

System
PowerEdge R630
root, Admin

B Overview
B Senver

Power i Thermal
Virtual Console
Alerts

Setup

iDRAC Settings
Hardware
Storage

fics  PostCode

Options: » Advancad Export Options

Technical Support Report Data

Last Crash Screen

eo Caplure || Te

Export Location

File Location

Hardware

05 and Application Data( Time Stamp: Never )

Local '® Network

Hetwork Settings

Share Name

Domain Name ...

UserMame........

Password

Testnetwork connection

* CIFs NFS
10.94.192.100

CommaonShare

drac

#| |agree to allow Technical Support to use this data. See Full Terms and Conditions

7. Click Export. A pop-up window with the job details is displayed.
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381

382

383

384

385
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Integrated Dell Remote
A ntroller 8 Enterprise

Support | About | Logout

System Identify = Diagn Code  LastCrashScreen = Video Capture | Tech SupportReport
PowerEdge R630

root, Admin
A5 Options: > Advanced Export Options

Collection Time will take
less than 2 Minutes

B Oveniew
B Senver Technical Support Report Data Hardware
Log (08 and Application Data( Time Stamp: Never )
Power { Thermal
U TER T
Export Location
File LOCAHON o ¥ Local Y Nework
‘ Success

iDRAC Seftings
Hardware

Storage The status of jobs can be viewed on the Job Queue page.

# | agree to allow Technical Support o use this data. See

73 RAC0509: The job JID_067653392012 has been successfully added to the job queue.
v,

Aftach 05 Collector | | Export |

| Jobgueue | | OK |

To view the job status

Click Overview-> Server-> Job Queue to view the status of the job.

Integrated Dell Remote
| r8 Enterprise

Support | About | Logout

System Properti AtachedMedia =~ vFlash ~ Senice Module ERGNEeICITS
PowerEdge R630
root, Admin
Job Queue
B - Oveniew
Logs
Power { Thermal L ol
A JID_067672179228 TSR_Collect
+ JID_067669302012 TSR_Callect Export
o] JID_067665486810 TSR_Collect
] JID_067664254639 TSR_Collect
DRAC Seti B JID_067660552336 TSR_Callect
Hardware * JID_DETE44513360 TSR _Collect
Storage
Physical i JID_067612568643 Firmware Update: IDRAC
e + JID_065890838829 Firmware Rolloack: IDRAC

Controlle
Enclos
Host0S
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Failed (2%

Completed {100%)
Completed with Errors (100%
Completed

Completed (100%)



386 15.31  Error messages:
387 The following error message is displayed if a TSR job is already in progress and you initiate
388 another job.

Tech Support Report

| ToCollect OS and Application Data
o To export the current operating system and application data, do cne of the following
« Install the iDRAC Service Module (Recommend Learn hore OR
« Click Aftach OS Collector and then run the ©S Collector from the server’s operating system.

Instructions: Export Report will create a zip file that can be sent to Dell Technical Suppert to assist with troubleshooting system issues. Choose Advanced Export Options to specify optional report settings and actions.

Technical Support Report Data

Options: > Advanced Export Options

Technical Support Report Data Hardwrare

08 and Application Data( Time Stamp: Naver ) less than 2 Minutes

Collection Time will take ‘

Export Location

L A job operation is already running. Please retry after the earlier job is completed.
389 | agree to allow Technical Support to use this data. See Full Terms and Conditions
300 154 Using Lifecycle Controller Ul:
391 The Export Tech Support Report feature allows you to export the TSR to a USB Drive
392 (or) Network Share (CIFS/NFS).
393 You can collect the following data:
394 e Hardware
395 e RAID Controller Logs
396 e Operating System and Application Data
397 NOTE: Operating System and Application Data is enabled only if this data is already
398 collected and cached using the OS collector tool on iDRAC. Lifecycle Controller only
399 retrieves the cached data. For more information on collecting OS and Software
400 application data using the OS collector tool in IDRAC, see the iDRAC User's Guide at
401 dell.com/support/manuals.
402 °
403 1. Exporting the Tech Support Report Using the Lifecycle Controller, you should Press
404 <F10> during Power-on-self-test (POST) to start Lifecycle Controller.
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405

406
407

408
409

410
411
412

413
414

24

2. In the left pane, click Hardware Diagnostics, and then click Export Tech Support
Report.

Lifecycle Controller

20 Hardware Diagnostics

Lifecycle Log
Select Run Hardware Diagnostics to detect hardware problems. Select Export Tech Suppart Report to

generate a report to faciitate troubleshooting for hardware, RAID controller logs and-or operating system and
Hardware Configuration application data.

Firmware Update

03 Deployment

Platform Restore Fun Hardware Diagnostics

Hardware Diagnostics Export Tech Support Report

Settings

System Setup

> T
Figure 1. Hardware Diagnostics

3. On Step 1 of 4: Terms and Conditions page, read the conditions and select the |
agree to allow Technical Support to use tech support report data option and click
Next.
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418
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420
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Lifecycle Controller Help | About | Exit

Terms and Conditions

Hardware Diagnostics: Export Tech Support Report

Step 1of 4: Terms and Conditions

Zreating & tech support report may contain sensitive data. Select the checkbow to alow Technical Support to
collect and use the tech suppaort data.

\l‘ lagree to alow Technical Support to use tech support report data.

0 Full Terms and Conditions B

By using Tech Support Report, you allow Dell to save your contact information (e, name, phone
number, andior email address) which wiould be used to provide technical support for your Dell products
and services. Dell may use the information for praviding recommendations to improwe your [T
infrastructure.

]

Figure 2. Step 1 of 4: Terms and Conditions
Note: The Next button is enabled only after you agree to the terms and conditions

4. On step 2 of 4: Select Report Data page, select the data options which you want to
include in the technical support report and click Next.
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423

424
425
426
427
428
429
430

431
432
433
434
435
436
437
438

Lifecycle Controller Help | About | Exit

Terms and Conditions

v [ Hardware Diagnostics: Export Tech Support Report
Select Report Data

Step 2 of 4. Select Report Data

Select which tech support report data to export.
™ RAID Controller Logs
[~ Operating System and Application Data

Figure 3. Step 2 of 4: Select Report Data

Note: The RAID Controller Logs option is enabled only if there is a RAID controller present on the
system. The Operating System and Application Data option is enabled only if this data is already
collected and cached using the OS collector tool on iDRAC. Lifecycle Controller only retrieves the
cached data. For more information on collecting the Operating System and Application Data using the
OS collector tool in iDRAC, see the /DRAC User’s Guide at dell.com/support/manuals or see section
1.3.1.1 in this document.

5. On Step 3 of 4: Select Export Settings page, type or select the required information
and click Next.

e To Export Tech Support Report to USB Drive — select the USB drive option,
and then select the name of the USB Drive and enter the file path details to
where the report is to export.
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Lifecycle Controller Help | About | Exit

Terms and Condtions ¥ | Hardware Diagnostics: Export Tech Support Report
Select Report Data v
Select Export Settings Step 3 of 4: Select Export Settings

Select device and location to export tech support report.

@ USB Drive
Select Device |MY_USB [Back LUZB j

File Path [ReportiRe20
¢y Network Share

® CIFS
O MNFS

Share Name

Damain and User MName -

Test Metwiork Connection

439 '

440 Figure 4. Step 3 of 4: Select Export Settings (USB)

441

442 e To Export Tech Support Report to NFS- Select the NFS option and type
443 appropriate information.

444
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Lifecycle Controller Help | About | Exit

Terms and Condtions ¥ | Hardware Diagnostics: Export Tech Support Report
Select Report Data v
Select Export Settings Step 3 of 4 Select Export Settings

Select device and location to export tech support report.

1 USB Drive
L A o |MY7USB {Back USB 1) j|

@ Network Share

O CFS
® NFS

Diomiain and User [Narme < |

|r630\report

Password

Test Metwiork Connection

445
446 Figure 5. Step 3 of 4: Select Export Settings (NFS)

447

448 NOTE: Click Test Network Connection to verify if the Lifecycle Controller Ul is able to connect to the IP
449 address that is provided. By default, it pings the Gateway IP, DNS server IP, host IP and Proxy IP.

450

451 e To Export Tech Support Report to CIFS — Select the CIFS option and type

452 appropriate information.

453
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Lifecycle Controller Help | About | Exit

Terms anc Condtons ¥ | Hardware Diagnostics: Export Tech Support Report
Select Report Diatg v
Select Export Settings Step 3 of 4: Select Export Settings

Select device and location to export tech suppart report.

) USB Drive
Lo I = o R |In5ert Media j

File P wrerrerremmemmemmmmmnne |
@ Network Share

@ CFS
O NFS

Dormgain and User Name |adm\nistrator

AERTRTRTE

Fle Path [ReportiRaan

Test Metwork Connection

454 SN IEgRiees 0o

455 Figure 6. Step 3 of 4: Select Export Settings (CIFS)

456

457 NOTE: Click Test Network Connection to verify if the Lifecycle Controller Ul is
458 able to connect to the IP address that is provided. By default, it pings the

459 Gateway IP, DNS server IP, host IP and Proxy IP.

460 6. On Step 4 of 4: Summary page, verify your selection and click Finish.

461
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463

464
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Lifecycle Controller Help | About | Exit

Terms and Cordions ¥ | Hardware Diagnostics: Export Tech Support Report

Select Report Data v

Select Export Settings v Step 4 of 4 Summary

Summary To export tech support repart, click Finish

Report Data v Hardware Data

Export Settings ... IUSE Drivel WY _USE (Back USE T\Report\RE30L )

Figure 7. Step 4 of 4. Summary

Lifecycle Controller takes a few minutes to retrieve the selected report data and export
the report file to the specified location.
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Lifecycle Controller Help | About | Exit

ferms and Conditons v [ Hardware Diagnostics: Export Tech Support Report
Select Report Data v

Select Export Settings v Step 4 of 4 Summary

Summary To export tech support report, click Finish

‘ Information
6 Export

Flease wait. This operation may take a few minutes.

j:gg Figure 8. Export TSR operation In-Progress message

469 A message is displayed to indicate that the report is successfully exported.

470 The screen shots below display the messages that appear when an export operation is
471 successful.

472 Success message in case of an export to a USB drive:

473
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475

476
477

Lifecycle Controller

Terms andl Condtions ¥ | Hardware Diagnostics: Export Tech Support Report
Select Report Data v
Select Export Settings v Step 4of 4 Summary
Summary To export tech support report, chick Finish
Report Data . Hardware Data
Export Setti Success

u‘ Export

Tech Support Report Successflly
copied to LUSE drive. The drive can
be detached.

ETE BTN RN

Figure 9. Export TSR to USB drive success message
e Success message in case of export to a network share (CIFS/NFS):
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479

480

481
482

483

484
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Lifecycle Controller Help | About | Exit

erme and Cendtons Y| Hardware Diagnostics: Export Tech Support Report
Select Repart Data v
Select Expart Settings v Step 4 of 4 Summary
Summary T export tech support report, click Finish
Feport DAta Hardhware Data
Export Sett] Success V)

- I Export
Tech Support Report copied
successfully to Netwaork Share

Figure 10. Export TSR to Network Share success message

Error messages:

The screen shots below display the messages that appear when an export operation
fails.

e Error message when there is a failure in retrieving the selected report data.
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486
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Lifecycle Controller

Tems &nd Condtons ¥ Hardware Diagnostics: Export Tech Support Report
Select Report Data v
Select Export Settings v Step 4of 4 Summary

Summary |

U Unable to communicate with IDRAC. (HWCO0008)

Recommended Action :

Exit the wizard and retry the operation. If the problem persists:
1) Turn off the system and disconnect the power cord,

2) Wait for 5 seconds.

3) Reconnect the power cord, turn on the system, and retry
the operation.

Figure 11. Export TSR critical error message

e Error message when Lifecycle Controller is unable to connect to the network
share.
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Lifecycle Controller Help | About | Exit

Terms and Condtions v [ Hardware Diagnostics: Export Tech Support Report
Select Repart Data s
Select Export Settings v Step 4of & Summary

Summary "

w Unable to connect to the network share. (SWC0066)

Recommended Action :

Werify the login credentials. Make sure the Netwiork Share is
accessible and the systemn IP address does not conflict with
any other system on the network, If the problem persists,
perform an AC power cycle and retry.

Figure 12. Export TSR to Network Share critical error message

Error message when the export fails because you have provide an invalid folder
name or the USB drive is not found.
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Lifecycle Controller

Terms and Conditions v | Hardware Diagnostics: Export Tech Support Report

Select Report Data v

Select Export Settings v Step 4of 4 Summary

Summary |

0 Invalid folder name or USB drive not found. (HWC0010)

Recommended Action :
Enter a vald folder name or attach the USB drive and retry
the operation.

497 oo [ e

498 Figure 13. Export TSR to USB drive critical error messagel

499

500 e Error message when the export fails because there is not enough space to
501 copy to the USB drive.

502

503
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505

506
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Lifecycle Controller

s L { Hardware Diagnostics: Export Tech Support Report
Select Report Data v
v

Step 4 of 4. Summary

Select Export Settings

Summary |

"3 Insufficient space to copy the file to the USB drive.
(HWCO00™)

Recommended Action :
Make sure the USE drive has sufficent free space before
retrying the operation.

Figure 14. Export TSR to USB drive critical error message?2

e Error message when the export fails because the USB drive is read only.
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509

510
511

512
513
514
515
516
517
518
519
520

521

522
523

@ Lifecycle Controller Help | About | Exit

femesnitendtes Y| Hardware Diagnostics: Export Tech Support Report
Select Report Data v

Select Export Settings v Step 4 of 4 Summary

Summary |

U Unable to write to the USB drive. (HWC0012)

Recommended Action :
Remove write protection on the USB drive before retrying the
operation,

TR TN TS

Figure 15. Export TSR to USB drive critical error message3

Note: The Lifecycle Controller Ul does not display the job status. However, it displays the success or
error message after the job is completed.

1.6 Conclusion:

TSR enables the users to collect system information that includes Hardware, OS and
Application Data, Storage Controller Logs and create a report, which may be
downloaded to local or network share and help Tech Support troubleshoot an issue.
User can get the report remotely using any of iDRAC out-of-band interfaces.

Using the TSR feature you can generate and access reports quickly which results in
saving time and effort.

Learn more

For more information on the Enterprise servers, see dell.com/PowerEdge.
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