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1 Overview 
This technical paper provides information on Dell’s storage solution for Microsoft® Exchange Server. This 

solution is based on the Microsoft Exchange Solution Reviewed Program (ESRP) – Storage program v4.0.  

For any questions or comments regarding the contents of this document, see Additional Information. 

The ESRP – Storage program was developed by Microsoft Corporation to provide a common storage 

testing framework that enables vendors to provide information on their storage solutions for Microsoft 

Exchange Server software.  For more details on the Microsoft ESRP – Storage program, see 

http://technet.microsoft.com/en-us/exchange/ff182054.aspx 

1.1 Disclaimer 
This technical paper has been produced independently of Microsoft Corporation.  Microsoft Corporation 

expressly disclaims responsibility for, and makes no warranty, express or implied, with respect to the 

accuracy of the contents of this document.   

The information in this document represents the current view of Dell on the issues discussed as of the date 

of publication.  Due to changing market conditions, it should not be interpreted to be a commitment on 

the part of Dell and cannot guarantee the accuracy of any information presented after the date of 

publication. 

http://technet.microsoft.com/en-us/exchange/ff182054.aspx
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2 Features 
This technical paper describes a tested and validated resilient storage solution for a 15,000 mailbox 

Microsoft Exchange 2013 site, with Data Availability Group (DAG). A DAG is a high availability mechanism in 

Microsoft Exchange 2013.  

This mailbox resiliency model supports multiple copies (up to 16) of Exchange database in a DAG. There 

can be only one active copy of a given Exchange 2013 database at any given time. Secondary copies, 

including the copies located at remote sites, are periodically synched with the primary copy. Mail clients 

access the primary (active) copy, and database changes to the primary copy are copied to the secondary 

(passive) copies in the form of transaction logs. The copied log records are played on the secondary copy 

to keep the secondary database copies consistent with the primary copy. All hosts within a DAG are 

configured to be identical in terms of storage resources for Exchange 2013 databases and logs. The 

primary and secondary copies do not share any storage resources and reside on their own dedicated 

storage resources, as discussed later in this document.  

The solution presented here is a Mailbox Resiliency solution with single DAG and three copies of each 

database spanning two sites: Local and Remote. The local site has two copies for each database: active and 

passive, while the remote site has a passive copy of each database. The tested environment simulates up to 

15,000 users with 4 Gigabyte (GB) Mailbox size and 150 messages a day, or 0.121 IOPS for every user, 

including 20% headroom.  

In this solution, Dell™ PowerEdge™ R620 servers attached to Dell PowerVaultTM MD3260 enclosures are 

used as the Mailbox servers, with Dell PowerVaultTM MD3260 configured as the storage array that hosts the 

Exchange mailbox databases. Each group of 4 PowerEdge R620 attached to a PowerVaultTM MD3260 

within the local site host one active copy of an Exchange 2013 database and transaction logs and one 

passive copy of a peer group of 4 servers. The secondary passive copies of the local site databases are 

hosted at the remote site. 
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3 Solution Components 
The presented solution employs Dell PowerEdgeTM R620 Servers and  Dell PowerVaultTMMD3260 storage, 

which are capable of meeting the high performance requirements of messaging deployments. The 

presented solution is for up to 15,000 mailboxes of 4 GB each. The following sub-sections describe the 

hardware components that are part of this Exchange solution. 

3.1 Dell PowerEdge R620 Features 
Dell PowerEdgeTM R620 is a 2-socket CPU, 1U, multi-purpose server, offering an excellent balance of 
redundancy and value in a compact form factor. It is a most suitable hardware building block for any mid-
size or large business. It delivers enormous performance in a dense 1U form-factor, enabling larger and 
more efficient databases and mail servers. Major features of the server/storage system include:  

 

• Intel® Xeon® processor E5-2600 or E5-2600 v2 product family  

• Dual processor sockets 

• Up to 768 GB of Memory with 24 DIMMs 

• Integrated RAID support through PERC H310, PERC H710, PERC H710P   

• External HBA 

o RAID – PERC H810 

o Non-RAID – 6 Gbps SAS HBA 

• Up to three PCIe 3.0 expansion slots 

• Choice of NIC technologies  

• Dell OpenManage™ Essentials and Dell Management Console, Dell OpenManage Power Center 

and Dell OpenManage Connections 

    For more information, see Dell PowerEdge R620 Server product page. 

 

3.2 Dell PowerVault MD3260 Features 
The PowerVault MD3260 high-density enclosure is designed to scale the needs of applications requiring 

large amounts of data storage. The MD3260 is a 60-drive, 4U standard rack enclosure. It can scale up to 

180 hard drives in just 12U with two MD3060e enclosures that operate like a JBOD (just a bunch of disks). 

The MD3 dense array series is available in the Fibre Channel, SAS and iSCSI front-end interface. The 

solution described in this paper utilizes the SAS interface. 

MD3260 supports SAS, near-line SAS (NL-SAS) and SSD drives. The ability to mix SAS, near-line SAS and 

SSD drives within the same enclosure enables the user to blend drives to best suit their application storage 

needs across three tiers of performance offerings. Non-disruptive and on-line firmware upgrades are 

designed to enable high availability.  

http://www.dell.com/in/business/p/poweredge-r620/pd
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The storage management software, PowerVault Modular Disk Storage Manager (MDSM), was used to 

configure the storage for this solution. The MD storage management software has three major 

components: 

• Client management software 
• Host-agent management software 
• Multi-path driver software.  

The client management software contains the graphical user interface for managing the storage array. It 

also contains an optional monitor service that sends alerts when an event occurs in the storage array.  

The host-agent management software is installed on one or more hosts that are connected to the storage 

arrays to enable in-band management. The host-agent management software, along with the Ethernet 

connection on the host, provides another network management connection to the storage array, rather 

than using the individual Ethernet connections on each RAID controller module in the storage array. 

The multi-path driver is also referred to as the I/O path failover driver. With the redundant pair of active 

RAID controller modules in a storage array, when you create a virtual disk, one of the RAID controller 

modules is automatically or manually chosen to "own" the virtual disk. The I/O between the virtual disk and 

the application host along the I/O path is controlled by the RAID controller “owning” virtual disk. When a 

component along the I/O path to a RAID controller module or the RAID controller module itself fails, 

ownership of the virtual disks that had been assigned to that RAID controller module  automatically transfer 

to the other RAID controller module. The multi-path driver manages this failover process. 

Figure 1 shows the view of disk groups, virtual disks, and the physical disks as displayed in PowerVault 

Modular Disk Storage Manager. Figure 2 provides an overall summary view of the PowerVault MD3260. The 

features of Dell PowerVault MD3260 are detailed in Table 1. 
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Figure 1 MDSM view of disk groups and virtual disks and physical disks 

 

Figure 2 MDSM summary view
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Table 1 Dell PowerVault MD3260 Features 

Feature  Details 

4U, 60 drive SAS high 
density enclosure 

• Five horizontal drawers with 12 drives per drawer. 
• Designed to fit standard 1000mm cabinets (32” max depth). 

6 Gb/s SAS-based 
storage system 

Provides a high availability and high capacity storage offering when 
using 6 GB near-line SAS drives. 

 
Ports 

• Eight 6 GB/s SAS ports (4 per each controller) 
•   

Scales to support up to 
180 3.5-in or 2.5-in 
SAS drives (drive 
carriers required) 

• Up to 120 drive slots are supported as part of the base; moving 
from 121-180 drive slots requires purchase of the Premium 
Feature Key (PFK) for firmware. 

• High performance SAS drives, NL-SAS drives, SEDs and SSDs 
(3.5”/10K or 15K drives not supported). 

• Configuration supports  up to two additional MD3060e’s. 

 
Support for SAS, near-
line SAS and Solid 
State Disk drives 

The ability to mix SAS, near-line SAS and SSD drives within the same 
enclosure supports a user’s ability to blend drives to best suit their 
applications’ storage needs across three tiers of performance offerings. 

Non-disruptive, on-
line firmware upgrades 

Improved data availability  

High Performance 
Tiering software is part 
of the base features of 
this model 

Increases system performance 

 

SSD Cache- included 
as part of High 
Performance Tiering-

HPT 

Increases execution speed of applications by caching previously read 

data. 

Thin Provisioning • Allocate and consume physical storage capacity as needed. 
• Thin virtual disk can only be created from a disk pool. 
• Allows you to reduce the likelihood of having excess, unused 

capacity in the disk pool. 

 
Support for self-

encrypting drives (SED)  

For securing data at rest.  
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Feature  Details 

VMware VAAI support • The ability to integrate array commands with VMware, allowing 
for an increased number of VM’s. 

• Reduces SAN traffic as functions are executed in the array. 

 
Dynamic Disk Pools • Dynamically rebalances in the event of a drive failure. 

• Allows for the creation of pools without the complexity of RAID 
• Enables Thin Provisioning. 

 
Asymmetric Logical 

Unit Access (ALUA)  
Asymmetric Logical Unit Access (ALUA) 

 

Figure 3 shows the MD3260 front and back view. 

Figure 3 Dell PowerVault MD3260 front and back view 
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4 Solution Description 
In this solution, Dell PowerEdge R620 servers and PowerVault MD3260 storage array using 3.5” NL-SAS 

hard drives are configured for the Mailbox Server Role. The Mailbox Server Role connects to the MD3260 

through Dell 6 Gbps SAS HBAs in the R620 PCIe slots.  The internal drives on the PowerEdge R620 are 

configured as RAID drives  and are used to host the operating system, application bits, and Exchange 

Transport Database. A total of 12 PowerEdge R620 servers are in the DAG, with a group of four PowerEdge 

R620 systems connected to each MD3260. The presented solution utilizes 14  3.5”  7.2K RPM NL-SAS disks 

per DAG member, along with 2 of the 3.5” LFF 7.2KRPM NL-SAS disks for global hot spares and 2 for restore 

volumes shared among DAG members attached to PowerVault MD3260 storage arrays. 

Details of the high-level solution design are as follows:  

• 12-member DAG across two sites 

• Site resilient DAG configuration with 2 local copies and 1 remote copy per database 

• 8 DAG members configured at local site in active/active configuration 

• 4 DAG members configured at remote site with passive copies  

• 14 disk drives (in 7 RAID 1 virtual disks) for Exchange database and its transaction logs assigned to  

each DAG member(server) 

 

This solution has a 3-copy DAG layout with Exchange Servers distributed between two sites: Local and 

Remote. Each server node has 7–RAID 1 LUNs hosting 7 active and 7 passive databases. Each of these 

databases hosts 268 users with a 4GB mailbox each. Thus, a single server can accommodate 1875 users 

during normal operating conditions. Eight such servers placed in the local site provide Exchange Mailbox 

Services for 15,000 users. The mailbox user profile tested was 150 messages a day, or 0.121 transactions 

per user, which included a 20% IO headroom. 

Figure 4 represents the distribution of database copies across the DAG members. A 3-copy DAG site 

resiliency solution with Exchange servers hosted at both local and remote site as shown. The local site has 

two database copies of each of the databases,  one active and other passive. The remote site holds one 

passive copy of each of the databases 
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Figure 4 Database Availability Group architectural diagram 

 

 

4.1 Failure and Recovery Scenarios 
Figure 4 shows the logical diagram of the solution on the local site and remote site. The local site has eight 

PowerEdge R620 servers. The remote site has four PowerEdge R620 servers. The first group of 4 

PowerEdge R620 servers at the local site is Server1 thru Server4, and the second group of PowerEdge R620 

at the local site are Server5 thru Server8. The Exchange database copies at the local site server are 

distributed in such a way that each database and its passive copy is on a separate server group and storage 

enclosure. In the event that the members of a PowerEdge R620 group or the PowerVault MD3260 storage 

enclosure they are attached to is brought down for maintenance at the local site, it is not necessary for  the 

remote site passive database copies to be activated. Active database copies on the Server1 thru Server4 

group have their local passive copies hosted on the Server5 thru Server8 group. Conversely, the Server5 

thru Server8 group active database copies have their local passive copies hosted on the Server1 thru 

Server4 group. The remote site server group hosts the secondary passive copies of all local site databases.    

Each of the hosts is designed in such a way that it can handle twice the normal server load of up to 3,750 

users. Thus, the tested configuration simulated the failure case in which a local site is completely 

unavailable and all the databases are activated on the remote site. 
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Figure 5 describes the scenario where a local site is completely unavailable. In this case, the databases on 

the remote site are activated. These server hosts are designed so that each host is capable of handling 3750 

users in this worst-case scenario. Thus,  a total of 15,000 users could be handled by servers located in the 

remote site. This worst-case scenario is is validated as part of the ESRP. 

 

Figure 5 With all eight  servers unavailable at the Local Site 

 

            

Table 2 shows the database layout across all 12 server hosts. Each server hosts 14 Databases, with 7 active 

and 7 passive databases on the eight servers in the local site and all passive databases on the remote site. 
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Table 2 Database/Transaction Log layout across servers in DAG 
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4.2 Storage Sizing  
Storage sizing typically involves the type of RAID, type of disks and the number of disks, both from 

aCapacity and IOPS perspective. Selecting the right storage is crucial to achieve the balance between cost 

and performance. Jetstress tools provide a way of capturing the storage subsystem IOPS. Storage design 

also depends on the actual size of the mailbox on the disk, content indexing space and Log space required. 

Microsoft Exchange 2013 Server Role Requirements Calculator can be used to derive the required IOPS for 

a particular user profile. Figure 5 shows the Mailbox Calculator output for 15,000 users with 150 

messages/day profile. The recommended IOPS per server is 452. This will be the target IOPs that will be 

verified and tested as part of ESRP Jetstress verification. More details on this are provided in Section 6. 

Figure 6 Recommended IOPS from the Microsoft Exchange 2013 Server Role Requirements Calculator 

 

 

4.3 Recommended Hardware Configuration 
Based on the solution requirements as detailed in the previous sections, Table 3 and Table 4 provide the 

detailed server and storage configuration. Additionally, the firmware and driver versions are provided for the 

tested solution.   

Table 3 Exchange Server Configuration 

Microsoft Exchange Server 
System Dell PowerEdge R620 server 

CPU 2×2.5GHz  
Intel 10-core Intel® Xeon® processor E5-2670 V2 

Memory Up to 160 GB DDR3  
 

Networking Broadcom 5720 1 GbE QP 

http://gallery.technet.microsoft.com/office/Exchange-2013-Server-Role-f8a61780
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Form Factor 1 U 

RAID Controller Dell PowerEdge RAID Controller H710P (Firmware version: 
Firmware 6.2.0-00007) Driver version 6.600.21.08 

Internal Disks  2 x 1.2 TB  SAS  2.5-inch 10K RPM disk drives (Operating 
System) 

Systems Management iDRAC7 Express or iDRAC7 Enterprise 

 Host Bust Controller  (HBA) 
connecting to PoweVault MD3260 

 Dell 6 Gbps SAS HBA 

 

 

Table 4 Storage Subsystem configuration (per storage enclosure) 

Storage System Dell PowerVault MD3260 

Disks 60 x 4 TB 7.2K RPM NL-SAS 3.5” disk: 

• 56 x 4 TB 7.2K RPM NL-SAS 3.5” drive in RAID 1 (for DB and Log)   

• 2 x 4 TB 7.2K RPM NL-SAS 3.5-inch drive (for Restore LUN) 

• 2 x 4 TB 7.2K RPM NL-SAS 3.5-inch drive (for Global Hot-spare) 

Storage Controller Dual, active/active SAS controllers in a 4U, 60 drive enclosure; High 
Performance Tiering standard on base 
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5 Targeted Customer Profile 
This solution is intended for mid-size to large organizations hosting up to 15,000 Exchange 2013 

mailboxes. The configuration used for testing was as follows:  

• Number of mailboxes: 15,000 

• Number of Sites : 2 ( Local and Remote) 

• Number of Servers in each site : 8 in local and 4 in remote 

• Number of hosts attached to each  storage system: 4  

• User IO profile: 150 messages sent and received or 0.121 I/O operations per second per 

mailbox (This includes 20% IO headroom factor) 

• 4 GB Mailbox quota per mailbox  

• 24x7 Background Database Maintenance enabled  

• Data Availability Group (DAG) for Mailbox Resiliency (3 copies simulated)  

5.1 Tested User Profile  
The tested user profile was 0.121 IOPS per user with a 4 GB mailbox size. This IO profile for Exchange 2013 

represents about 150 messages (sent/received) per mailbox per day and accounts for additional 20% IO 

headroom. Sometimes additional applications, such as certain mobile messaging applications, can raise the 

IOPS profile of a user as high as three or four times that of normal.  

5.2 Tested Deployment 
The tested deployment simulated a failure scenario where up to eight of the Exchange Server 2013 DAG 

members go offline and the passive copies on the surviving DAG members at the remote site are activated 

to provide mailbox service continuity. Therefore, the IOPs simulated mimicked that of 3750 active 

mailboxes on the same Exchange 2013 Server.  The target IOPs per server for the given profile was 452. 

The achieved IOPs were 633--which is much higher than the target--and the solution stillmaintained read 

and write latencies well within the recommended thresholds. The following tables summarize the testing 

environment. 

Table 5 Simulated Exchange Configuration 

Feature  Specification 

Number of Exchange mailboxes simulated 15,000 (at 4GB mailbox size each) 

Number of Database Availability Groups (DAGs) 1 
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Feature  Specification 

Number of Sites  2 ( Local and Remote) 

Number of servers/DAG 12 ( 4 Tested) ( 8 Local and 4 Remote) 

Number of active mailboxes/server 1,875 (during normal operations) & 3750 
(during site failure)  

Number of databases/server 14 (7 active, 7 passive) 

Number of copies/database 3 (2 in Local and 1 in remote site) 

Number of mailboxes/database 268 

Simulated profile: IOPS/mailbox 0.121 (150 messages/day) 
This includes 20% IO headroom factor 

Database/Log LUN size 3725.4 GB 

Number of LUNs per server 7 

Number of DBs per LUN 2 (one active, one passive) 

Background database maintenance (BDM) Tested with BDM enabled 

Total database size for performance testing 1076 GB per DB 
58.86 TB total 
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Feature  Specification 

% storage capacity used by Exchange database 58.86TB/101.87 
57.78% 

 

 

Table 6 Storage and Server Hardware 

Feature Specification 

Storage Connectivity  SAS 

Storage model and OS/firmware revision Dell PowerVault MD3260 
Firmware Version 7.84.47.60 

Storage cache 4 GB per controller 

Number of storage controllers 2 

Number of storage ports 8 (four per controller)  

Maximum bandwidth of storage connectivity 
to host 

6 Gb/s per port 

Switch type/model/firmware revision NA 

HBA model and firmware Dell 6GB-SAS-HBA 
2.0.35.10, A03 

Number of HBA’s/host 1 dual port SAS HBA 

Host server type 2 CPU 10-core Intel® Xeon® processor E5-
2670 V2 
 

Total number of disks tested in solution 56 (14 per server)  

Maximum number of spindles can be hosted 
in the storage 

60 x 3.5” HDD 

 

 

http://www.dell.com/support/drivers/us/en/04/Product/poweredge-r620?s=bsd&~ck=mn
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Table 7 Storage and Server Software 

Feature Specification 

HBA driver 2.0.55.84 

HBA QueueTarget Setting N/A 

HBA QueueDepth Setting N/A 

Multi-Pathing Windows Server TM 2012 MPIO 

Host OS Windows ServerTM 2012 datacenter X64 Edition  
 

ESE.dll file version  
 

15.00.0775.028 

Replication solution name/version N/A 

 

Table 8 Storage Disk Configuration (Mailbox Store Disks) 

Feature Specification 

Disk type, speed and firmware revision DELL 7.2K 3.5” RPM 4 TB NL-SAS 
Model – ST4000NM0023 

Raw capacity per disk (GB) 4 TB 

Number of physical disks in test 56 (14 per Server) 

Total raw storage capacity (TB) 56 TB per Server 
224 TB Total 

Number of disks per LUN 2 

Raid level RAID 1 pairs 

Total formatted capacity 3725 GB / LUN 
101.86 TB Total/ array 

Storage capacity utilization 101.86 TB/224 TB = 45.5% 
Formatted Capacity / Total raw capacity 

Database capacity utilization 56*(1.05)TB/101.86TB=57.75% 
Total Database size / Total formatted capacity 
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5.3 Best Practices 
Exchange Server 2007, 2010 and 2013 overcome the memory limitations of previous Exchange versions by 

providing support as a 64-bit application capable of running on supported x64 platforms. On Windows 

Server 2012 Datacenter Edition, about 4TB of addressable memory is available for the kernel mode and the 

user mode applications. Both the application and kernel have sufficient memory for operations, allowing 

the Extensible Storage Engine (ESE) in Exchange Server 2013 to utilize more memory to buffer data pages. 

The result is a reduction in the number of I/O, specifically the read operations required to the disk sub-

system. The total number of database disk I/O operations for a given user load depends on the available 

system memory. For a given load, the total database disk I/O operations required per second (IOPS) 

decreases over a period with increases in system memory. This decrease in database IOPS is primarily 

caused by a decrease in database reads.  

Even with the decrease in database IOPS, it is essential to size the Exchange Storage subsystem accurately 

to ensure that there are no I/O bottlenecks, both from an IOPs and disk latency perspective. The disk 

subsystem should be capable of supportting both the capacity and I/O throughput demands of the 

application. Based on testing using the ESRP framework, we recommend the following best practices to 

help improve the I/O subsystem performance:  

• Sharing Exchange 2013 storage resources with other applications may negatively affect the 

performance of Exchange 2013 deployment and, therefore, we do not recommend  sharing the 

spindles hosting the Exchange Database and log with any other application or operating system.  

• During testing, the database and log folders shared the same physical disk. Other testing indicated 

that separating the database folders from log folders onto different set of disks does not provide a 

noticeable performance advantage. In an Exchange Server 2013 resiliency solution, separating the 

database and log folders is no longer a required best practice. For standalone Exchange 2013 

solutions that do not deploy a DAG, it is a best practice to separate the database and log onto 

separate physical disks. 

• For Exchange 2013 database, it is recommended that the size of elements within a RAID stripe be set 

to 512K for best performance. 

• Windows NTFS allocation unit size for Exchange 2013 database partitions should be set to 64K for 

best performance. For log partitions, if separated from the database, the default allocation unit size 

should be used. When formatting the windows partitions, GUID partition table (GPT) should be used. 

• Exchange Server 2013 storage latencies are most often related to the number of disks available for a 

given workload. Windows Performance Monitor may be used to monitor Exchange Server 2013 

database counters. Average database read latencies (Avg. Disk sec/Read) should not exceed 20ms.  

 

For Exchange 2013 best practices on storage design,  see http://technet.microsoft.com/en-

us/library/ee832792(v=exchg.150).aspx 

 

http://technet.microsoft.com/en-us/library/ee832792(v=exchg.150).aspx
http://technet.microsoft.com/en-us/library/ee832792(v=exchg.150).aspx
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5.4 Backup Strategy 
To protect e-mail data from potential disasters, having a well designed and implemented backup solution is 

critical. Depending on environment requirements,  different backup strategies may be implemented, such 

as backup to tape or LAN/SAN based backup. In this solution, DAG is used to maintain a passive database 

copy on a separate storage system.  

For the purposes of this solution, the backup test simulated Exchange VSS backup, and measured the 

streaming read performance of the database disks.   
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6 Test Result Summary 
This section provides a high-level summary of the test data from Microsoft Exchange Jetstress--as part of 

the ESRP requirements--and the link to the detailed html reports, which are generated by the ESRP testing 

framework. Click on the underlined headings below to view the html report for each test. 

6.1 Reliability 
A number of tests in the framework are to check Reliability tests runs for 24 hours. The goal is to verify that 

the storage can handle a high IO load for a long period. Both log and database files are analyzed for 

integrity after the stress test to ensure no database/log corruption. 

The following list provides an overview (Click on the underlined word to show the html report after the 

reliability tests run.): 

• Any errors reported in the saved event log file? No 

• Any errors reported in during the database and log checksum process? No 

 

6.2 Storage Performance Test Result Report 
The Storage performance test is designed to exercise the storage with maximum sustainable Exchange IO 

for 2 hours. The test shows how long it takes the storage to respond to an IO under load. The data below is 

the sum of all of the logical disk I/O’s and average of all the logical disks I/O latency in the 2-hour test. The 

achieved IOPs were around 642.  

As part of the ESRP framework, the Stress Test was also performed. The duration of the test was 24 hours, 

with a target IOPS of 0.121 , or 452, IOPs per server. The achieved IOPs were around 0.169 IOPs,  or 633 

IOPs, per server, s well above the target IOPs. The Stress Test Result Report is also provided for reference. 

6.3 Individual Server Metrics 
The sum of I/O’s across Storage Groups and the average latency across all Storage Groups on a per server 

basis is detailed in Table 9. 

Table 9 Individual Server Metrics 

Server1: 

Database I/O  

Target Database Disk Transfers/sec 452 

Achieved Database Disks Transfers/sec 642 

Database Disks Reads/sec 441.1 
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Database Disks Writes/sec 200.9 

Average Database Disk Read Latency (ms) 15.4 

Average Database Disk Write Latency (ms) 7.4 

Transaction Log I/O  

Log Disks Writes/sec 47.3 

Average Log Disk Write Latency (ms) 2.4 

 

Server 2 : 

Database I/O  

Target Database Disk Transfers/sec 452 

Database Disks Transfers/sec 632 

Database Disks Reads/sec 436 

Database Disks Writes/sec 196 

Average Database Disk Read Latency (ms) 16.3 

Average Database Disk Write Latency (ms) 12.8 

Transaction Log I/O  

Log Disks Writes/sec 44 

Average Log Disk Write Latency (ms) 2.9 

 

Server 3 : 

Database I/O  

Target Database Disk Transfers/sec 452 

Database Disks Transfers/sec 630.7 

Database Disks Reads/sec 433.6 

Database Disks Writes/sec 197.1 

Average Database Disk Read Latency (ms) 16.0 

Average Database Disk Write Latency (ms) 8.7 

Transaction Log I/O  
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Log Disks Writes/sec 46.4 

Average Log Disk Write Latency (ms) 1.4 

 

Server 4 : 

Database I/O  

Target Database Disk Transfers/sec 452 

Database Disks Transfers/sec 633.1 

Database Disks Reads/sec 435.2 

Database Disks Writes/sec 197.9 

Average Database Disk Read Latency (ms) 15.9 

Average Database Disk Write Latency (ms) 8.9 

Transaction Log I/O  

Log Disks Writes/sec 46.6 

Average Log Disk Write Latency (ms) 2.5 

   

6.3.1 Aggregate Performance across all servers/DAGs Metrics 
Table 10 shows the aggregated results of the I/Os across the four servers in the solution and the average 

latency across all servers in solution. 

Table 10 Aggregated Performance Metrics across all Servers 

Database I/O  

Database Disks Transfers/sec 2537.8 

Database Disks Reads/sec 1745.9 

Database Disks Writes/sec 791.9 

Average Database Disk Read Latency (ms) 15.9 

Average Database Disk Write Latency (ms) 9.45 

Transaction Log I/O  

Log Disks Writes/sec 184.3 

Average Log Disk Write Latency (ms) 2.3 
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6.4 Database Backup/Recovery Performance 
There are two tests reports in this section. The first one is to measure the sequential read rate of the 

database files, and the second is to measure the recovery/replay performance (playing transaction logs in 

to the database).  

6.5 Database Backup Test Result Report 
The test is to measure the maximum rate at which databases could be backed up via VSS. The following 

table shows the average rate for a single database file.  

Table 11 Database Backup Test Metrics 

Average MB read/sec per database  65.1 
Average MB read/sec total per server 911.4 

6.6 SoftRecovery Test Result Report 
The test is to measure the maximum rate at which the log files can be played against the databases. The 

following table shows the average rate for 508 log files played in a single storage group. Each log file is 1 

MB in size. 

Table 12 SoftRecovery Test metrics 

Average number of Log files played 506 
Average time to play one Log file (sec) 3.5 
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7 Conclusion 
This ESRP document presents a tested and validated Exchange solution for 15,000 mailboxes with 4GB 

mailbox size supporting up to 150 messages/day in a 3 copy DAG. The solution uses groups of 4 Dell 

PowerEdge R620 servers attached to a PowerVault MD3260 storage array for Exchange mailbox databases 

and transactional logs.  

Testing was carried out as part of the ESRP test framework using Microsoft Exchange Server 2013 Jetstress. 

The test results show that the proposed solution is more than capable of delivering the IOPs and meeting 

the capacity requirements  to support 15,000 mailboxes with the set mailbox profile.   

This document is developed by storage solution providers, and reviewed by the Microsoft Exchange 

Product team. The test results/data presented in this document are based on the tests introduced in the 

ESRP test framework. Customers should not quote the data directly for his/her pre-deployment 

verification. It is still necessary to go through the exercises to validate the storage design for a specific 

customer environment.  

The ESRP program is not designed to be a benchmarking program, and the tests are not designed to 

deliver the maximum throughput for a given solution. Rather, is the tests are focused on producing 

recommendations from vendors for Exchange application. The data presented in this document should not 

be used for direct comparisons among solutions. 
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8 Additional Information 
 

1. Support.dell.com is focused on meeting customer requirements with proven services. 
2. DellTechCenter.com is an IT Community where you can connect with Dell Customers and Dell employees 

for sharing knowledge, best practices and information about Dell products and installations. 
3. Referenced or recommended Dell publications: 

a. Dell PowerVault MD 3260 
b. Dell Unified Communication and Collaboration website 

  

http://en.community.dell.com/dell-blogs/direct2dell/b/direct2dell/archive/2013/06/04/introducing-poweredge-vrtx.aspx
http://www.dell.com/us/fedgov/p/powervault-md32x0-series/pd
http://www.dell.com/learn/us/en/555/unified-communications?c=us&l=en&s=biz&cs=555&delphi:gr=true
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A Performance Test Result Report 

A.1 Server 1 
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A.2 Server 2 
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A.3 Server 3 
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A.4 Server 4 
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B Stress Test Result Report  

B.1 Server 1 
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B.2 Server 2 
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B.3 Server 3 
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B.4 Server 4 
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C SoftRecovery Test Result Report 

C.1 Server 1 
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C.2 Server 2 
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C.3 Server 3 
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C.4 Server 4 
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D Database Backup Test Result Report 

D.1 Server 1 
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D.2 Server 2 
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D.3 Server 3 
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D.4 Server 4 
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