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Introduction

Dell EMC™ SC Series arrays offer many advanced features such as Dynamic Capacity, Data Progression,
and Data Instant Replays. This document provides configuration best practices, examples, tips,
recommended settings, and other storage guidelines to better integrate SC arrays with the Oracle® Virtual
Machine (VM) virtualization solution.

This document covers the Oracle VM version 3.x for Linux® x86 platform only. It does not cover the
installation and administration of Oracle VM software. The official Oracle VM documentation library contains
detailed information of typical installation and configuration. For more details, refer to Oracle Virtualization
Product Documentation Libraries and the other resources listed in appendix Error! Reference source not
found..

Note: This document includes general recommendations that may not be adaptable to all configurations.
There are certain circumstances and environments in which the configuration may vary based upon
individual or business needs.

Audience

This is a technical document for system administrators and other information technology professionals who
are responsible for the setup and maintenance of Oracle VM for Linux and SC Series arrays.

This document assumes the reader has understanding of the following:

e Operation and configuration of SC Series arrays
e Oracle Linux or Red Hat® Enterprise Linux® operating systems
e Oracle software installations and virtualization concepts

Solution overview

Oracle VM is a virtualization solution designed to manage and run virtual machines with a variety of
applications and workloads. Mainstream guest operating systems are supported such as Oracle Linux, Oracle
Solaris, Red Hat Enterprise Linux, and Microsoft® Windows Server®.

DeALLEMC
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Figure 1 Architecture of Oracle VM
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The high-level architecture of the Oracle VM environment (shown in Figure 1) consists of the following
components:

Oracle VM Server for x86: This is installed on a 32-bit or 64-bit x86 architecture hardware. The hypervisor is
a Xen hypervisor which provides an abstraction layer for all hardware operations. The Oracle VM agent runs
on each Oracle VM Server inside the management domain, Dom0, which has direct access to the hardware
such as the CPU, memory, local drives and host bus adapters (HBAS). It is responsible to manage and
monitor all the hardware resources and virtual machine guests. Oracle VM Servers are usually clustered
together and form server pools.

Oracle VM Server for SPARC: It is similar to the x86 counterpart except that it runs specifically on Oracle
SPARC hardware and the SPARC hypervisor is built into the SPARC firmware.

Oracle VM Manager: This is a web-based management tool that runs on Oracle Linux on a separate server.
It is built on Oracle WebLogic application and requires a database repository backend to store configuration
information. It provides a friendly and centralized interface to manage all aspects of Oracle VM Servers
including the SAN storage. In addition to the web interface, it also has a command-line interface that allows
managing the environment through scripting.

Oracle VM guests: These are virtual machines running one of the supported operating systems such as
Oracle Linux, Red Hat Enterprise Linux, or Microsoft Windows Server. Multiple virtual machines can run on an
Oracle VM Server and can migrate to other Oracle VM Servers in the same cluster server pool where the
same hardware resources are available.

Shared storage: Third-party NFS, Fibre Channel (FC), and iSCSI SAN storage are supported through the
storage connect framework. It provides a shared space for holding files and data used by virtual machines
and the cluster database for the server pool.

For more details, refer to the Oracle VM Concepts Guide, available in the Oracle Virtualization Product
Documentation Libraries.
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2.1

Storage options and connectivity

Oracle VM supports the following storage types:

e Local disks

e NFS storage

e Fibre Channel SANs
e iSCSI SANs

This section only covers connectivity guidelines for Fibre Channel and iSCSI SANs to Oracle VM Servers and
the Oracle VM Manager host.

The guidelines in this document were demonstrated using the Dell SC8000 storage array which supports both
Fibre Channel and iISCSI SANs. Depending on the model of the SC Series array, it can support Fibre
Channel, iSCSI, or both transport protocols simultaneously. To learn more about the SC Series family, visit
the Dell Storage Solutions page.

Fibre Channel SAN

For high availability and redundancy, it is recommended to configure the SAN with a minimum of two Fibre
Channel switches and two controllers in the SC Series array. Multipathing software is enabled on the servers
to manage path failover.

Oracle VM Server Oracle VM Server
Data path 1—— Data path 1 Data path 2

7—Data path 2

Multiple physical ports i Domain 2
per domain per
controller for port-

E assss "..

|
|
|
|
|
|
|
| FC switch
[
[
[
|
[
[
[
I

Figure 2 Fibre Channel SAN with dual fabrics, dual controllers, and virtual fault domains
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2.1.1  Storage Center virtual ports

Storage Center Operating System (SCOS) introduced the virtual ports feature in version 5.0. With virtual
ports, all front-end I/O ports are active. Virtual ports offer many benefits including:

¢ Increased performance: Virtual ports eliminate the need for reserve ports and therefore free up available
ports for either front-end or back-end bandwidth.

e Improved high availability: The virtual port automatically fails over to another physical port within the same
domain without bringing down the entire controller.

e Simplified Fibre Channel and iSCSI connectivity: Only the virtual port, WWNSs, or IP addresses need to be
configured in Fibre Channel zones or iSCSI configuration instead of all physical ports.

e Port-level redundancy within the same controller: This requires a minimum of two connections for each
controller.

e Automatic port migration: One virtual port is typically associated to one physical port. When a physical
port failed, the virtual port is then migrated automatically to another physical port. Therefore more than
one virtual port can be associated to a physical port.

e Virtual fault domains: For each fabric, a separate fault domain must be created. Virtual fault domains
determine which physical port the virtual port fails over to in the event of a controller failure. For example,
Figure 3 shows two fault domains created on a SC Series array. Each domain consists of four virtual
ports and four physical ports span across two controllers. Any virtual ports can fail over to any physical
ports in the same domain.

Note: Dell EMC strongly recommends using virtual ports on SC Series arrays.

An SC Series array running in legacy mode can be converted to virtual port mode. This conversion is a one-
time operation and it cannot be reversed. Contact Copilot support to assist with this conversion because there
might be outage involved (see appendix 1 for Copilot support information). For more information on virtual
ports, consult the Dell Enterprise Manager Administrator’s Guide available on the SC Series Customer Portal
(login required).

8 Dell EMC SC Series Storage Best Practices for Oracle VM | CML1118 DALEMC


http://customer.compellent.com/

2.1.2
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Figure 3 Fault domains and virtual ports in Dell Enterprise Manager

Zoning

Fibre Channel zones are used to segment the fabric to restrict access. A zone contains paths between
initiators (server HBAS) and targets (storage array front-end ports). Either physical ports (port zoning) on the
Fibre Channel switches or the WWNs (name zoning) of the end devices can be used in zoning. Itis
recommended to use name zoning and SC virtual ports. It allows better flexibility because it is not tied to a
specific physical ports on either the switch or the array.

Zoning Fibre Channel switches for Oracle VM hosts is essentially no different than zoning any other hosts to
the SC Series arrays. The following list includes key points and options.

Zoning rules and recommendations:

¢ Name zoning using WWNSs is recommended with virtual ports.

o Create a zone that includes all virtual WWNs on the SC Series array controllers. If dual controllers are
used, all virtual WWNs on both controllers should be in the same zone.

e Create a second zone that includes only the physical WWNs on the SC Series array controllers.

e For server zones, it is a best practice to use single-initiator, multiple-target zones. For example, for
each Fibre Channel port on the server, create a server zone that includes the HBA WWN and all the
virtual WWNSs on the SC Series array controllers. If the server has four HBA ports, the following zones
would be created:

- One SC virtual port zone
- One SC physical port zone
- Four server HBA zones

Note: It is recommended to use name zoning, SC virtual ports, and single-initiator, multiple-target zones.
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Configuring Fibre Channel host bus adapter

The following settings should be reviewed and adjusted accordingly on the Oracle VM Servers and the Oracle
VM Manager host.

QLogic Fibre Channel card BIOS settings
The following BIOS settings are set by the Fast!UTIL BIOS utility, which can be accessed during the system
boot process. Make sure the settings are adjusted on all adapter ports.

QLEZ56Z PCI3.® Fibre Channel ROM BIOS Version 3.Z20
Copyright (C) QLogic Corporation 1993-2013. All rights reserved.
www.glogic.com

Press <CTRL-0Q>» or <ALT-0> for FastitUTIL
Firmware Uersion 5.09.00

Table 1 QLogic BIOS settings

Parameter Value
Connection Options (point to point only) 1
Login Retry Count 30
Port Down Retry Count 5
Link Down Timeout 60
Execution Throttle 256

Emulex Fibre Channel card BIOS settings
The Emulex BIOS settings are set by the LightPulse utility, which can be accessed during the system boot
process. Make sure the settings are adjusted on all adapter ports.

Emulex LightPulse FC x86 BIOS, Version 10.6.109.0
Copyright (c) 1997-2015 Emulex. All rights reserved.

Press <Alt E> or <Ctrl E> to enter Emulex BIOS configuration

utility. Press <s> to skip Emulex BIOS

Emulex BIOS is Disabled on Adapter 01
Emulex BIOS is Disabled on Adapter 02
Emulex FC BIOS is not installed?!?!?

Table 2 Emulex BIOS settings

Parameter Value

Topology (point to point only) 2
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Configure host bus adapter queue depth and module settings

When configuring the host bus adapter on the system, the queue depth might need to be adjusted. The
default value is typically set to 32. While the optimal queue depth will vary depending on a number of factors,
a value of 64 or 128 is common and works well in most cases.

The OS driver module loaded for each HBA ultimately regulates the HBA settings including the queue depth.
For example, if the HBA BIOS is set to 255 and the driver module is set to 128, the maximum queue depth for
that card or port will be 128.

To set queue depth and other settings:

e QLogic: The module file is located in /etc/modprobe.d/gl2xxx.conf. Add the following line to
the file:

options gla2xxx gl2xmaxqgdepth=value

e Emulex: The module file is located in /etc/modprobe.d/1lpfc.conf. Add the following line to the
file:

options lpfc lpfc_lun queue depth=value lpfc_hba queue_depth=value

lpfc_devloss_tmo=value

lpfc devloss tmo — Device time out in seconds. Set to 60 seconds in a
single path environment or 5 seconds in a multipath environment.

Update the RAMFS disk image:

The initramfs file needs to be updated as well. To generate an updated version, use the following
command:

# mkinitrd -f -v /boot/initramfs-$(uname -r).img $ (uname -r)

Reboot the system for the change to take effect. After the system rebooted, use 1sscsi -1 command to
verify the setting.

For more information on setting HBA parameters on the Oracle VM Servers, reference the Dell Storage
Center with Red Hat Enterprise Linux (RHEL) 6x Best Practices. The Oracle VM Server is based on Oracle
Enterprise Linux 6 which is very similar to Red Hat Enterprise Linux 6.
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2.2 ISCSI SAN

The rules for iISCSI are similar to Fibre Channel. It is recommended to design a storage network with high
availability and redundancy. Figure 4 depicts a dual-network, dual-controller, redundant-path setup.

MNetwork 1 Network 2

Oracle VM Server

ISCSI domain 1 iISCSI domain 1

ISCSI domain 2
ISCSI domain 2

CIC 1
I_II_IH

10GB switch

| |
| |
| |
| |
i |
| |
| I
| |
| |
| Control Port 2 l
| |
| |
| |
| |
| |
| |
| |
| |
| [

ISCSI domain 1 ISCSI domain 2

:

H DLLCrD :'__:

Figure 4  iSCSI SAN with dual networks, dual controllers, control ports, and virtual fault domains
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2.2.1  SC Series ISCSI best practices and guidelines

Use two dedicated iSCSI networks to isolate iSCSI traffic between the Oracle VM Servers and the SC
Series array controllers from other public or application traffic.

Use dual SC Series array controllers and iSCSI fault domains for controller-level redundancy.

Use dual network switches to provide network-level redundancy.

Use a minimum of two connections per fault domain from the same controller for port-level
redundancy.

SC virtual ports are strongly recommended.

A control port is created for each fault domain and only the control port IPs are used in the iSCSI
configuration on the Oracle VM Servers. The control port IPs are defined in Dell Enterprise Manager
(see Figure 5).

Servers connect to the control ports which redirect iISCSI traffic to the appropriate physical ports in
the same domain.

Dell Storage Client [sc29] =

Refresh | Ed

He b

[+ [[i] Replay Profiles

=% 5oz & Domain 1 [ Shuwl a3 Edit smngs\ &' Create VLAN Copy = Configure NAT Port Forwarding & Configure CHAPl JE¥ Creste Remote Connection .
—
[ Volumes Index 0 MTU 9000 (Jumbo)
% servers Transport Type 551
[ & Fautt Domains i5CSI Transport Mode  Virtual Port Fautt Domain Type Fhysical
B+ i5CSI VLAN D Untagged
- Domain 1 Targst Pv4 Address  10.10.28.10 Class of Service Priority 0
“.gP Domain 2 Gateway IPv4 Address  0.0.0.0
§- Disks Subnet Mask 255255.0.0
(- Storage Types i5CSI Name ian.2002-03.com. compellent:5000d31000fae4 b Con‘]’ro[ Port IP

ZIRE Remote Connections

Physical Ports

Name Target Count  Inttiator Count Both Count Controller Status Slot Slot Port  IPv4 Address  Subnet Mask  Gateway IPv4 Address
F 5000D31000FAE40E 2 0 0 %} Top Controller Up 1 1 10102811 25525500 0.0.0.0 iq
F 5000D31000FAE419 2 0 0 <} Bottom Controller [ Up 1 1 10102812 25525500 0.0.0.0 iq
< >
Virtual Ports

Name Controller Current Physical Port Preferred Physical Port

F 5000D31000FAE41D <+ Top Controller 5000D31000FAE40E S000D31000FAE40E
F 5000D31000FAE41F <+ Bottom Controller 5000D31000FAE419 5000D31000FAE419

Figure 5  iSCSI fault domain and control port in Dell Enterprise Manager

2.2.2 1SCSI network best practices

Use a separate virtual local area network (VLAN) or switch for iSCSI traffic.

For multipathed iSCSI, use two separate VLANs and separate IP subnets.

Ensure the network bandwidth is sufficient to accommodate all virtual machine needs, with a
minimum of gigabit full duplex between SC Series arrays and Oracle VM Servers.

Disable routing between the regular network and iSCSI network.

Enable bi-directional flow control on all server and switch ports that handle iISCSI.

Disable spanning tree on ports connected to the end nodes.
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e Consider using Jumbo Frames for improved performance. Jumbo Frames have been supported in
Oracle VM Servers since v3.1.1.

e If using Jumbo Frames, make sure all devices on the transmission path have Jumbo Frames enabled
and support 9000 maximum transmission unit (MTU).

e Ensure the MTU matches across all end-points including the SC Series array through Dell Enterprise
Manager.

2.2.3  Configuring host network adapter and iISCSI

To configure the iISCSI software that is included in Oracle VM Servers, use the following steps to make the
recommended settings and activate the iSCSI transport.

1. Editthe /etc/iscsi/iscsid.conf file and set the following values. These values dictate the
failover timeout and queue depth. The values shown here serve as a starting point and might need to
be adjusted depending on the environment.

node.session.timeo.replacement timeout = 5
node.session.cmds _max = 1024
node.session.queue_depth = 128

2. Perform iSCSI discovery against the SC Series array. This sets up the nodedb in /var/lib/iscsi
directory. The discovery should be directed to the control port IPs. In the following example,
10.10.29.10 is the control port IP for fault domain 1.

# iscsiadm -m discovery -t st -p 10.10.29.10:3260

10.10.29.10:3260,0 ign.2002-03.com.compellent:5000d31000fae4dld
10.10.29.10:3260,0 ign.2002-03.com.compellent:5000d31000faedlf

w

Repeat the command for the second control port.
4. Log in to the discovered iSCSI qualified name (IQN).

# iscsiadm -m node -login

Logging in to [iface: default, target: iqn.2002-
03.com.compellent:5000d31000faed4lf, portal: 10.10.29.10,3260] (multiple)

Logging in to [iface: default, target: igqn.2002-
03.com.compellent:5000d31000fae4d4ld, portal: 10.10.29.10,3260] (multiple)

Login to [iface: default, target: ign.2002-
03.com.compellent:5000d31000faed4lf, portal: 10.10.29.10,3260] successful.
Login to [iface: default, target: ign.2002-
03.com.compellent:5000d31000faed4ld, portal: 10.10.29.10,3260] successful.

For more information on configuring iISCSI on the Oracle VM Servers, reference the Dell Storage Center with
Red Hat Enterprise Linux (RHEL) 6x Best Practices. The Oracle VM Server is based on Oracle Enterprise
Linux 6 which is very similar to Red Hat Enterprise Linux 6.
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TCP settings and other tuning considerations
Tuning the TCP buffer sizes can improve the performance significantly especially when 10G network is
deployed. The buffer size settings are typically set low by default and they should be carefully reviewed and

adjusted accordingly.

For 10 GB network performance tuning, it is recommended to review Oracle knowledge article 1519875.1
available on the My Oracle Support website. Table 3 summarizes the values recommended in the article. To

set these parameters permanently, enter them in the /etc/sysctl.conf file and reboot the servers.

Table 3 Oracle recommended TCP settings for 10 GB network

Parameter Value Description
net.core.rmem max 134217728 Maximum receive buffer size used by
- each TCP socket
net.core.wmem_max 134217728 Maximum send buffer size used by each

TCP socket

net.ipvd.tcp_rmem

4096 87380 134217728

Auto-tune TCP buffer limits: min, default,
and max size of the receive buffer used
by each TCP socket

net.ipv4.tcp_wmem

4096 65536 134217728

Auto-tune TCP buffer limits: min, default,
and max size of the send buffer used by
each TCP socket

Maximum number of incoming

net.core.netdev_max_backlog 300000 connections backlog queue
net.ipv4.tcp_moderate_rcvbuf 1 Auto-tune the receiver buffer size
net.bridge.bridge-nf-call-iptables 0 netfilter
net.bridge.bridge-nf-call-arptables 0 netfilter
net.bridge.bridge-nf-call-ip6tables 0 netfilter

Dell EMC SC Series Storage Best Practices for Oracle VM | CML1118
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2.3 Connecting Oracle VM Servers to SC Series

Once the physical connectivity and proper zoning are in place, the storage connections can be established in
Dell Enterprise Manager. A server node definition that defines the server name, operating system type,
number of connections, and transport type must be created for each Oracle VM Server and Oracle VM
Manager server.

Create a server node definition in Dell Enterprise Manager:

1. In Dell Enterprise Manager, navigate to the Storage tab. In the left pane, right-click the Servers node
tree and select Create Server.

&

Storage 7 WGELCHEICIL Z AReGELT N 7]

He» .
5% scm s Servers L
-l Vol
%48 Voumes il Storage Chart | Object Cha

a‘_:. Seruars
Create Server l}

i Create Server Cluster

Create Server from localhost

&' Create Server from VMware vSphere or vCenter

“ Create Server Folder

5. For iSCSI, the Oracle VM Server IQNs, along with the IP addresses, are listed under the Host Bus
Adapters section. They become available only after the Oracle VM Server HBA logged into the
targets. See section 2.2.3.

For Fibre Channel, the WWNs become available after they are logged into the fabric.

6. Set the server name and operating system type, and select the HBAs. For path redundancy between
the servers and storage array, select multiple HBAs.

7. Repeat the process for all Oracle VM Servers in the same cluster. Once the server node definitions
are created, the servers and storage are connected.
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= Create Server [SC 29]
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Figure 6  Create server node definition

2.4 Multipathing on Oracle VM Servers

While SC Series arrays provide hardware redundancy and failover with multiple controllers and RAID,
multipathing software is used on servers to support and properly utilize multiple connections to the same
target. It is an important function that provides load-sharing, load-balancing, and path failover management on
the servers. Multipathing is managed at the device level and the multipath devices are accessed through the
/dev/mapper/<DEVICE> files.

For Oracle VM Servers for Linux x86, Device-Mapper Multipath (DM-Multipath) packages are installed and
enabled by default. This is a requirement of Oracle VM Manager for it to discover the SAN disks.

2.4.1  Benefits of using multipath

o DM-Multipath I/O features automatic configuration of the subsystem for a large variety of setups.
Active/passive or active/active (with round-robin load balancing) configurations of up to eight paths to
each device are supported.

e |t takes care of automatic path discovery and grouping as well as automated path retesting, so that a
previously failed path is automatically reinstated when it becomes healthy again. This minimizes the
need for administrator attention in a production environment.

e Multiple physical connections exist between host bus adapters in the server and the target. Typical
connection problems involve faulty adapters, cables, or controllers.
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To configure multipathing on the Oracle VM Servers, review and modify the configuration file
/etc/multipath.conf. The default configuration should work well without changing. Oracle recommends
minimal changes to the configuration. The SC Series array specific configuration as follows should already be
included in the configuration file under the device section.

#

# Compellent FC :: Active-Active
#

device {

vendor "COMPELNT"
product "Compellent *"
path grouping policy multibus

path checker tur

failback immediate

rr min io 1024

no path retry 10

}

If changes were made to the configuration, restart the multipathed daemon for it to take effect. The same
changes should be made to all Oracle VM Servers.

# service multipathd restart

Note: It is important that the user_friendly_names parameter is set to no in the /etc/multipath.conf
file. This is an Oracle VM requirement.

Showing the status of multipath devices

Multipath device status and information can be shown with the multipath command. The following example
shows that devices sdh, sdl, sdv, and sdz share the same WWN of 36000d310000065000000000000001f4c.
Therefore, they are the different paths to the same volume on a SC Series array. The volume is 1 TB in size
and all paths are in healthy state.

# multipath -11
36000d4310000065000000000000001f4c dm-6 COMPELNT,Compellent Vol
size=1.0T features='l queue if no path' hwhandler='0' wp=rw
"—+- policy='round-robin 0' prio=1 status=active

|- 6:0:1:7 sdh 8:112 active ready running

|- 6:0:2:7 sdl 8:176 active ready running
|- 7:0:1:7 sdv 65:80 active ready running
- 7:0:2:7 sdz 65:144 active ready running
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2.5 Boot from SAN

One object of discussion concerns installing the Oracle VM Server on a multipathed boot drive on a SAN. In
some cases, such as with blade servers that do not have internal disk drives, booting from SAN may be the
only option, but many Oracle VM Servers can have internal mirrored drives, giving the flexibility to choose.
The benefits of booting from SAN are obvious. It alleviates the need for internal drives and allows the ability to
replicate or to take snapshots of the boot volume and to migrate the boot volume to another physical system.

Oracle VM 3.1.1 and above supports booting from SAN and it works quite well. However, the decision to boot
from SAN depends on many business-related factors including cost, recoverability, and configuration needs.
Therefore, Dell does not make specific recommendation on this.

There are a number of things to consider when performing an installation and booting from a SAN volume:

e The Fibre Channel HBA must be configured to boot from a SAN volume. Refer to the adapter
manufacturer’s documentation on how to perform this task.

e The server BIOS must be configured to select the Fibre Channel HBA first in the boot order.

e The boot volume should have multiple access paths.

e There should be only one boot volume mapped to a server.

e Return to the Fibre Channel HBA and scan for available boot volume. When the boot volume is
visible, installation can begin.

e During the Oracle VM Server installation, it will present all local drives and multipathed SAN drives.
Make sure to select the correct multipathed drive for the installation.

e |tis recommended to use the whole disk for boot volume instead of partitioning the volume.

To create and map a boot volume:

1. Using Dell Enterprise Manager, create a volume and map it to the Oracle VM Servers with the
appropriate options enabled.

8. Right-click the volume in Dell Enterprise Manager and click Map Volume to Server, select the
server, and click the Advanced Options link.

9. Inthe Advanced Options screen, select Map volume using LUN 0 and make sure Maximum
number of paths per Server under Configure Multipathing is set to Unlimited. See Figure 7.

10. Click Finish.
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= Map Volume to Server

The following volume and server will be mapped
Wolume g Bootvol
Server Bl Ora2

Select LUN
Use next available LUN
LUN to use when mapping to Volume 8
+| Use the next available LUN if specified LUN is unavailable
Map volume using LUM 0 (this is usually reserved for boot volumes)
Restrict Mapping Paths
«| Allow the Storage Center to automatically determine the Controller to activate the Volume on
Map to All Available Server Ports.
Configure Multipathing

Waximum number of paths per Server Unlimited =

Configure Volume Use
The velume should be presented as read-only to the server

? Help

Figure 7 Map volume advanced option

4 Finish
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Oracle VM storage guidelines

This section covers configuration, design considerations, and best practices with SC Series array.

Storage connect plug-ins

SC Series arrays work with Oracle VM using the generic storage connect plug-ins provided by Oracle. The
generic plug-ins, both Fibre Channel and iSCSI, are installed by default during the Oracle VM Servers
installation and no additional configuration is required for the plug-ins.

With the generic plug-ins, Oracle VM can still benefit from the advanced features provided by SC Series
arrays such as volume thin provisioning, Dynamic Capacity, auto storage-tiering, and snapshot technologies.

Oracle VM storage repositories and SC Series considerations

Storage repositories are used to hold various types of data and files. Oracle VM arranges them into specific
folders in each repository. The repositories are accessed through Oracle VM Manager web console in the
Repositories tab. Each repository is structured into the following folders:

Assemblies: An assembly contains multiple virtual machine configurations including the virtual disks and
connectivity settings between them. It is a reusable template that simplifies the creation of a group of related
virtual machines.

ISO files: CD/DVD image files are imported into this folder for virtual machine OS installation use.
Virtual machine files: These are configuration files for the virtual machines.

Virtual machine templates: Each template includes a fully installed and configured operating system with all
the required applications and software stacks pre-installed. The templates are reusable for creating new
virtual machines with exact image and configuration.

Virtual disks: A virtual disk provides storage space for OS and applications in a virtual machine. Multiple
virtual disks can be assigned to a virtual machine.

Oracle recommends a minimal of 10 GB for a storage repository and enough space should be allocated for a
storage repository for virtual machines, templates, ISO files, and other virtual machine resources.

Storage efficiency with Dynamic Capacity

While Oracle VM allows for multiple storage repositories, only one physical disk is allowed in a repository.
Therefore, a repository is limited by the size of the physical volume within it. With traditional storage, once the
underlying physical disk in a repository is full, there is no easy way to expand the repository on the fly. A new
repository is created with a bigger physical disk and then the data is migrated from the old to the new
repository. On the other hand, if the physical disk is oversized, the spare disk space is wasted.

The SC Series Dynamic Capacity feature, also commonly known as thin provisioning, addresses this storage
allocation and reservation challenge. SC volumes are allocated with a desired size but without consuming the
actual storage upfront. The actual storage gets consumed only when the data is written to the volumes.
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Therefore, it is perfectly fine to create and allocate a larger size volume to the repository. This allows room for
it to grow over time without the fear of wasting storage.

When the volume is full, the volume can be expanded on the fly without taking any outages. This dramatically
cuts down the time and impacts involved in moving files between repositories. An example of how to extend
an Oracle VM storage repository online can be found in section 3.4.

Note: The SC Dynamic Capacity feature reduces storage consumption and improves utilization efficiency
significantly.

Automated storage tiering for storage repository

The restriction of one disk per repository makes it difficult to optimize storage for all virtual machines. In
traditional storage, each physical disk has a single performance characteristic. Therefore, all virtual machines
in the same repository share the same performance trait regardless of what the applications require.

Benefits of SC volume and Data Progression

The SC Series array has a highly advanced and adaptable virtualization architecture which offers better
performance and lowers storage utilization. Each virtualized volume can span across multiple physical disks
of various different disk types and RAID levels and the balance between performance and cost is
continuously re-evaluated and re-adjusted over time by the Data Progression feature.

The intelligent Data Progression algorithm tracks all block usage and automatically moves them to the
optimum tiers and RAID levels based on their actual use. It guarantees all active writes go to the fastest disks
at RAID 10 performance level. Blocks that have not been accessed for a certain period of time get
redistributed to the lower cost disks at RAID 5 or RAID 6 performance levels. See Figure 8. As a result, virtual
machines benefit from increased performance while keeping the cost low. Data Progression runs once a day
to assess disk use and moves data to the storage tiers based on the storage profile applied to each volume.

Automated storage tiering and Data Progression are transparent to Oracle VM. No configuration within Oracle
VM is necessary to take advantage of these advanced features.
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Figure 8  Automatic storage tiering and data progression in a Oracle VM storage repository

Choosing storage profiles

A storage profile is applied to each volume which determines how data is distributed and moved most
effectively within a SC Series array. The following predefined profiles shown in Table 4 and Table 5 are
available for standard storage types and flash-optimized storage types. Custom storage profiles can also be
created if predefined profiles are not sufficient. Standard storage types include 7K, 10K, and 15K spinning
drives. Flash storage types include write-intensive and read-intensive SSDs. A flash-optimized storage array
has both flash storage and standard storage within the array.

Storage profiles also define where to hold Replays, which are block-level storage snapshots. The feature is
discussed in section 4.1.

23
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Table 4

Storage profiles for standard storage types

Replays: T3 RAID 5/RAID 6

. Initial Tiers used and RAID .
Profile name S Progression
write tier | levels
. 1 Writes: T1 RAID 10 .
Recommended (All Tiers) Replays: RAID 5/RAID 6 Yes — all tiers
. . . 1 Writes: T1 RAID 10
High Priority (Tier 1) Replays: T1 RAID 5/RAID 6 | N°
. o . 2 Writes: T2 RAID 10
Medium Priority (Tier 2) Replays: T2 RAID 5/RAID 6 No
Low Priority (Tier 3) 3 Writes: T3 RAID 10 No

Table 5 Storage profiles for flash-optimized storage types
. Initial Tiers used and RAID .
Profile name S Progression
write tier | levels
Flash Only with Progression 1 Writes: T1 RAID 10 Tier 1 to tier 2 onl
(Tier 1 to Tier 2) Replays: T2 RAID 5 y
Flash Optimized with 1 Writes: T1 RAID 10
Progression (Tier 1 to All Replays: T2/T3 RAID 5/ Yes — all tiers
Tiers) RAID 6
. . . 1 Writes: T1 RAID 10
Write Intensive (Tier 1) Replays: T1 RAID 10 No
. . 3 Writes: T3 RAID 10
Low Priority (Tier 3) Replays: T3 RAID 5/RAID 6 | N°
3 Writes: T3 RAID 10

Low Priority with Progression
(Tier 3 to Tier 2)

Replays: T3 RAID 5/RAID 6,
or T2 RAID 5

Tier 3 to tier 2 only

Note: To maximize flexibility, performance, and cost-savings benefits, multiple types of drives should be
installed in a SC Series array, and Storage Profiles that move data across all storage tiers should be

chosen, such as Recommended or Flash Optimized with Progression.

It is recommended to have at least one Oracle VM storage repository that spans across all tiers. Additional
repositories might be added with a different storage profile for specific needs. The following Table 6 shows

some examples of different storage repository use cases.
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Table 6 Multiple repository use cases

Repository | Storage profile Used for Description
. These files are frequently

Repol Reclommend'ed (Al Tlerg) or Flash Virtual disks, virtual files accessed by active virtual

Optimized with Progression .

machines

Low Priority or Low Priority with ISO files, assemblies, These files are usually large
Repo2 . X ;

Progression virtual machine templates | and do not get used often

High Priority, Write Intensive, or H|gh_ de_mandl_ng - L
Repo3 . . applications/virtual Isolate critical applications

Flash Only with Progression machines

Storage profiles can be changed at any time if the initial profile does not fit the need or the requirement has
changed over time.

For more information on storage profiles, consult the Dell Enterprise Manager Administrator’s Guide.

Creating Oracle VM storage repository with SC Series

This section walks through an example to create a storage repository with an SC Series array. All operations
are performed in Dell Enterprise Manager and the Oracle VM Manager web console.

Creating an SC volume

In Dell Enterprise Manager, go to the Storage tab, right-click the Volumes node in the right pane, and select
Create Volume. Enter the following information in the next window:

Name: Provide a user-friendly name for the volume. This name does not tie to anything on the Oracle VM
Servers and will only be used in Dell Enterprise Manager.

Size: Provide the size of the volume to be allocated. Remember that it does not take up any disk space until
the data is written to it.

Replay profile: A Replay is a storage-level snapshot and the Replay profile defines how often and what time
Replays should be generated. This feature is discussed in detail in section 4. Select the default Replay profile
if not sure.

Read/Write cache: When flash drives are used in the storage tiers, disabling write caching can improve
performance. If only spinning drives are used, both read and write caching should be enabled.

Compression: Enabling compression can further reduce storage utilization. Not all data is eligible for
compression. Only frozen pages by a Replay or inaccessible pages due to new data written over it are eligible
for compression. For more information on this feature, consult the Dell Enterprise Manager Administrator’s
Guide.

Storage Profile: The Recommended or Flash Optimized with Progression storage profile is highly
recommended, depending on the storage types installed in the SC Series array.
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Name OVM-Disk1

Size 500 GB v
Volume Folder Wl Voumes

Misc

owu
Notes A

v

Replay Profies ¥ Daiy nange
Server
Read Cache | Enabled
Write Cache [_] Enabled
Compression [[] Enabled
Storage Profie 1 Recommended (Al Tiers v

Figure 9  Create Volume window

3.3.2 Creating server nodes and server cluster in Dell Enterprise Manager
Before volumes can be mapped and presented to the Oracle VM Servers, proper storage connectivity must
be configured between the servers and storage array. Section 2 presents the various options and
configurations available. Section 0 shows the steps to create a server node definition.

In order for virtual machines to migrate or fail over to any Oracle VM Servers in the cluster, map volumes to
all servers in the same cluster so that the guest virtual machines can access the same storage on any host
servers. To simplify the mapping operation, create a server cluster in Dell Enterprise Manager that consists of
all the servers. Volumes can then be mapped to the server cluster in a single operation.
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The following shows the steps to create a server cluster and map a volume to the server cluster in Dell
Enterprise Manager:

1. Under the Storage tab, select the Servers node in the left pane. Right-click Servers and select
Create Server Cluster.

&

SCIE Il Hardware @ Charting @  Alerts @

He»

=& sce
[+l Volumes

¥k Servers & Create Server 4

Servers S hart Object Chart

Vol

Create Server

¢ Create Server Cluster

é;‘ Create Server from localhost
[ Replay| &
[ﬁ Storage
“! Create Server Folder

Create Server from VMware vSphere or vCenter

11. Fill out the Name, select the Operating System, and click the Add Server to Cluster link at the

=3 Create Server Cluster [SC 9] n
Name OVM-333-Cluster
Server Folder iy Servers Change
Operating System Oracle Linux 6. ?

v
Notes ~
v
Alert On Lost Connectivity
Alert On Partial Connectivity

Servers Name Fort Type Connectivity

A0d Server fo Cluster [lemove Selected  Create New Server

2 Help * Cancel 4 0k
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12. Select and add the Oracle VM Servers to the cluster. In this example, the OVM-333-Cluster server
cluster consists of Ora2 and Ora3 servers.

Dell Storage Client [sc9]

S oEm

Refresh | Edit User Settings | Help | Support | About

He s
=% scs
i Volumes
-l Servers
- OVN
& orad

(=4 OVM-333-Cluster
& Oraz
& ora3
-85 Disks
23

Storage Types.
Replay Profies

%4 oraclusti-oral-oras

%2 OVM-333-Cluster

) snow | (@ Create Volume (g Create Mutiple Voiumes | 5 1ap Volume to Server A/ Remove Mappinos | (J} Apply Replay Frofies to Server

Index 119 Server has not used any disk space on the Storage Center
Type Cluster
Operating System  Oracle Linux 6.x
Server Folder oV
Servers re
Name Port Type Connectivity
& ora2 Fibre Channel up
& ora3 Fibre Channel up
Mappings

Volume

Connectivity Volume Folder Path MappedVia  LUNRequested LUNUsed  Read Only

Mapping Details

Volume

Status Transport Server HBA Controller Port LUN Read Only  Operafional State

Mapping volumes to Oracle VM Servers

Volumes can now be mapped to any connected server or server cluster in Dell Enterprise Manager. Using a
server cluster is more efficient when many servers are involved in the mapping process. The following steps
demonstrate mapping a volume to a server cluster and making it available in Oracle VM.
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1. Under the Storage tab, navigate to the Volumes node and the volume folder in the left pane. The

right pane shows all volumes within the volume folder.
If mapping multiple volumes simultaneously, use Ctrl+click to select the volumes. Then, right-click to

select Map Volume to Server.

ECIC I Hardware @ Chartng @ Alerts @ Logs @

Dell Storage Client [sc9]

Refresh | Edit User

-]

He»

= ®¥sco

- Volumes
Citrbe-Xen-Server
BMSVC

Oracie o Testval1

OVM-3.33

Name

Oracle V1 3.1.3
ovM-333
i Testvol1
o (g Testvol2

Unix

i Test

Recycle Bin
% Servers

& Fault Domains
{3 Disks

‘& Storage Types
[# Replay Profiles
-[7 Storage Profiles

i Testvol2

O-8-E-E

&5 Show | [23) Edit Settings i@l Create Volume 5§ Create Multiple Volumes ¥ Create Volume Folder

Configured Space % Full Active Space Replay Space Actual Space
500 GB 0% aMB 0MB 0MB
IMB 0MB 0MB

o, Mep Volume to Server

Set Replay Profiles
Set Storage Profile

Move to Folder
Delete

%2 EHT

o,

Total Disk Space

0MB OVM-333
0MB OWM-3.3.3

Wolume Fa

13. In the next window, select the target server or server cluster.

Server
EI---![‘F, SErvers

Er Oracle
=2 VM

&l orad

-- %48 oraclust1-cral-oras
=F- 2 OVM-333-Cluster
& Ora2

&l Ora3

B Unix
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14. In the next window, click the Advanced link to review all options. For multipathing configuration, set
the Maximum number of paths per Server to Unlimited. If the server will be booting off this
volume, the Map volume using LUN 0 option must be checked.

Select LUN

Use next available LUN
|:| Map volume using LUN 0 (this iz usually reserved for boot volumes)

Restrict Mapping Paths
Allow the Storage Center to automatically determine the Controller to activate the Velume on
Configure Multipathing

Maximum number of paths per Server

Configure Volume Use
|:| The volume zhould be presented as read-only to the server

The following volume and server will be mapped
Volume g Testvol1
Server S OWM-333-Cluster

Unlimited

15. Click Finish to complete the mapping operation.
16. To scan for the new disk, in the Oracle VM Manager web console, navigate to the Storage tab > SAN
Servers folder.
The SC volumes appear under the Unmanaged FibreChannel Storage Array or Unmanaged iSCSI
Storage Array, depending on which transport protocol is used.

ORACLE' VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
}

Logged inas: admin Logout Settings~ Help~

(==

HEBEZ7@ @

View = | Perspective: [ Physical Disks ¥

|Name 4 |Event Severity |

4+ /7 K% @ & 5 | NameFiter

Size (GiB)|Server

| Status

oo

| Shareable |Description

v SAN Servers

= [ Unmanaged FibreChannel Storage Array

(Sl

[1 Local File Systems
[ Shared File Systems

L

> COMPELNT (1)  Informational
= COMPELNT (2) Informational
[= COMPELNT(3) Informational
[~ COMPELNT (4)  Informational
[~ COMPELNT (5)  Informational
b COMPELNT(6)  Informational
L= COMPELNT(7)  Informational
= COMPELNT(8) Informational
> COMPELNT(9)  Informational
= COMPELNT (10) Informational
= COMPELNT (11) Informational

100.0 ora3
500.0 ora3

15.0 ora2, ora3
200.0 ora2, ora3
100.0 ora2, ora3
500.0 ora3
1024.0 ora2, oral

10.0 ora2, ora3

10.0 ora2, ora3
1024.0 ora2 ora3
500.0 ora2, ora3

MNo
No
No
No
No
No
No
No
MNo
No
No

Mew ora3 bootvolume on sc12

srvpool_filesystem on SC9
Repository on SC9
Oracle-db-repository from sc9

Repository2 on SC9
12cdbdata on SC9
12cfra on SCO
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17. For SC Series arrays, all Oracle VM Servers that have access to the storage should be added to the
SAN Server admin server list. Right-click the SAN Server and edit the Admin Servers list.

/ Edit SAN Server: Unmanaged FibreChannel Storage Array

! Available Server(s) Selected Server(s)
ora2
ora3

Admin servers need network connectivity to the admin port of the network storage server.

Cancel| OK

18. Rescan and update storage on SAN Servers. In this example, an SC volume is mapped to the
servers on Fibre Channel. Right-click Unmanaged FibreChannel Storage Array and select
Refresh. Once the refresh is done, the new volume shows up under the Physical Disks perspective.
See Figure 10.

The newest additional disk appears at the bottom of the list. The name of the disk is automatically
assigned with the vendor ID and an index number though it can be changed afterward.
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8. Click the arrow on the leftmost column to expand the disk entry to reveal the details of the disk. The
Page83 ID is the WWN of the volume which is also part of the SC volume device ID.

ORACLE’ VM Manager

Logged inas: admin Logout Setfings+ Help~

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs

EBs® @ View ~ | Perspective 7 X W A Name Filter Go
[@@ File Servers |Name . |Event Severity | Size (GiB)|Server | status | Shareable |Description
v SAN Servers - COMPELNT (1) _ Informational 100.0 ora3 Mo New ora3 bootvolume on sc12
=4 % Unmanaged FibreChannel Storage Al L= COMPELNT (2) Informational 5000 ora3 No
> [y Unmanaged iSCSI Storage Array L COMPELNT (3)  Informational 15.0 ora2, ora3 Mo srvpool_filesystem on SCO
3 Local File Systems > COMPELNT (4)  Informational 200.0 ora2, ora3 No  Repository on SC9
B3 Shared File Systems L~ COMPELNT (5)  Informational 100.0 ora2, ora3 Mo  Oracle-db-repository from scg
L= COMPELNT (6) Informational 5000 ora3 No
L COMPELNT (7)  Informational 1024.0 ora2, ora3 Mo Repository2 on SCO
L= COMPELNT (8) Informational 10.0 ora2, ora3 No 12cdbdata on SC9
L~ COMPELNT(9)  Informational 10.0 ora2, ora3 Mo 12cfraon SCO
L= COMPELNT (10) Informational 10240 ora2, ora3 No
[l COMPELNT (11) 500.0 ora2, ora3 Mo

Mame COMPELNT (11} Reserved by Server(s):
User Friendly Name: 36000d31000006500000000000000201a Storage Targets:

SAN Server: Unmanaged FibreChannel Storage Array ~ Server Pool
Thin Provision Yes Repository
Type: LUN VM(s)

D 0004100001800003c0ddfba2073c740

Pagees D 3600043 1000006500000000000000201a

Access Groups
Extra Information

v j Rows Selected 1

0x5000031000006514,0x5000d31000006513,0x5000031000006512,0x5000d2

S

Page83 ID contains the SC
volume device ID

= Dell Storage Client [sc9]

General

Serial Number 00000065-0000201a

Device ID £000d31000006500000000000000201a
e Replay Profile List Daily
& Fault Domains play -
2 Di Storage Profile [E] Recommended (All Tiers}
42 Disks
& Storage Types Storage Type @ Assigned - Redundant - 2 MB
{3 Replay Profies Disk Folder =) Assigned
[ Storage Profiles Compression Enabled No
Host Cache Enabled No
Created On /15118 12:22:33 PH
Modified On /15118 12:22:33 PH

? 7 ? 7 B
& TestVal 1 = Shuwl i Edit Settings & Map JBlume to Server 24/ Remove Mappings B Create Replay [ Expand Volume
-1 volumes Index 8652 Wolume has ngf used any disk space on the Storage Centsr
~+[7) Citrix-Xen-Server Configured Size 500 GB
| BMSVC Wolume Folder = OVM-333
Ca) Oracle Wolume Active On Controller 102
-[) Oracle VI 3.1.3
OVM-3.3.3
- TestVol 1 Summary
Lol Testvol2

Volume Growth ~
Growth statistics are not yet avaiable (several days
of data are required to compute growth)

Figure 10 Identifying an SC volume in Oracle VM Manager
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3.3.4  Creating a new repository and present it to a server pool
The following steps demonstrate using the previously mapped volume to create a new storage repository.

1. In Oracle VM Manager web console, under the Repositories tab, click the + icon in the left pane to
create a new repository.
ORACLE" VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs

]

® Show My Repositories View ~ | Perspective: 7 R g @
Show All Repositories
= Name
B e

Cracle DB Repository

(g Create Mew Repository... TechSolRepo2

TechSolRepo-ISO

19. Choose Physical Disk for Repository Location. Click the magnifying lens icon to see a list of
available physical disks.

{ B, Create a Repository

* Repository Name MyRepo

@ Repository Information yRen
|
|

* Repository Location: () Network File Server @) Physical Disk

|| Presentto Servers

* Server Pool: TechSol v
* Physical Disk COMPELNT (11) Q
Description:

Cancel | Next
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20. Select Unmanaged FibreChannel Storage Array and the volume mapped previously.
Create a Repository: Select Physical Disk B

SAN Server | Unmanaged FibreChannel Storage Array T

Volume Group: |

Mame Filter: Go

L]

Name | Size (GIB)|User Friendly Name

COMPELNT (1) 100.0 36000d3100002h900000000000006393a
COMPELNT (6) 500.0 36000d310000065000000000000002019
COMPELNT (2) 500.0 36000d310000065000000000000002018
COMPELNT (10) 1024.0 36000d310000065000000000000001fdc
COMPELNT (11) 500.0 36000d31000006500000000000000201a

OK Cancel

21. During its creation, the storage repository requires a server pool to present to. Therefore, a server
pool must be configured and available for this to continue. Consult the Oracle VM administration
guide for information and instructions on creating a server pool.

22. The new repository shows up in the Repositories perspective. Notice the File System and the overall
usage information. A storage repository is essentially an Oracle Cluster File System version 2
(OCFS2) file system created on the disk. When the repository is presented to the server pool, each
server in the pool mounts the OCFS2 file system on the server.

ORACLE' VM Manager Logged inas: admin Logout Setftings ~ Help ~

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
# Show My Repositories View - | Perspective A X g R
Show All Repositories = Name PO - e system \ File System Size (GIB)
+l Q@ : | Free Used | Total
o3 [@] e TechSolRepo2 0004fh0000050000d2d69657212a452¢ [fsiTEEhSanEmDVZ 52964 463 64 99328
__ TechSolRepo-IS0 0004/000005000008ace24432088547 [fs_TechSolRepo] 109.04 90.96 200.0
v @ WyRepo Oracle DB Repositary 0004ib0000050000139d1054c145dade 9214 7.86 100.0
3 Assemblies MyRepo 0004ib00000500007738bc6136¢71805 19447 553 5000
B3 I1sos
2 VM Files
2 VM Templates
£ virtual Disks
= B, Oracle DB Repository
= [, TechSolRepo2
= B, TechSolRepo-ISQ
»
fl Columns Hidden 1
1
a
DeALLEMC
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23. For Oracle VM to be able to use the storage repository, it must be presented to a server pool. Right-
click the repository in the Repositories perspective and select the Present-Unpresent option.

ORACLE VM Manager

Health Servers and VMs Repositories

Networking Storage Tools and Resources Jobs

#® Show My Repositories
Show All Repositories

+ |4 ®
v [@] Repositories
v B, MyRepo
[0 Assemblies
3 1s0s
£ VM Files
[ VM Templates
3 Virtual Disks
=B, Oracle DB Repository
=B, TechSolRepo2
= @, TechSolRepo-IS0

'
View »

== Name

Berspectve:

2R QR

File System

TechSolRepo2
TechSolRepo-ISO
Oracle DB Repository

MyRepo

& Edit
x Delete

@ Present-Unpresent...

) Refresh

0004f0000050000d2d69657
0004f000005000008ace24:

0004f0000050000139d 105+

~7 000005000077 38bcE 1

24. Choose from the list of available server pools or servers.

Present Repository MyRepo to:

Available Server Pool(s)

[ Present this Repository to Server(s)

® Server Pools Servers

&
&

3
&

TechSol(0/2)

Presentto Server Pool(s)

Cancel OK

The repository is now available for use. The OCFS2 file system can be seen mounted on the Oracle

VM Servers.
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25. ssh to one of the Oracle VM Servers and execute the df command to list the mounted storage

repository. In this example, MyRepo repository is mounted on
/OVS/Repositories/0004£fb0000030000ea56d4a32481e0b3.

nodes]# df -m

fpoolfs

Extending Oracle VM storage repository

Since each Oracle VM storage repository can only have one volume, when the capacity of the repository
reaches the limit, the administrator would either have to create another repository and migrate existing files to
the new repository or extend the capacity of the existing repository by growing the size of the volume

underneath it.

The operation of growing the volume size can be done online in Dell Enterprise Manager. Extending an
Oracle VM repository can also be done online without incurring any outages in version 3.3.
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Use the following steps to extend an Oracle VM storage repository online:

1. Identify the repository file system and volume.
In the Oracle VM console, go to the Repositories tab and select the Repository in the left pane. The

Path shows the OCFS2 file system information.

The volume’s device id can be extracted from the Path if the device is multipathed and does not use
friendly name alias. Otherwise, additional Physical Disk information including the device id can be
found in the Storage tab. The device id can be used to correlate the volume in Dell Enterprise
Manager.

ORACLE" VM Manager

Health { Servers andVMs O L L) Networking Storage | Tools and Resources 1 Jobs.

® Show My Repositories Perspective
Show All Repositories =
. Repository Name: MyRepo
¢ 2REM QO Ry ey
Ownership Owned by you
N anasities Pain 50000 e
v @, iyRepo!
Physical Disk MyVolRepo
[ Assemblies
B 1s0s Share Path:
B VMFiles File System Size (GiB): 5500
[ vM Templates LFJHe j:ztem Used (GiB):5.78
(3 vitual Disks 5 DUD4T00000300008 245 7805 E0c05
B, oracle DB Repository
@, TechSolRepo2 Presented to Servers:
> 8, TechSolRepo-is0 ServerName |Server Pool [status

oraz Techsol Running
ora3 Techsol Running

26. Log in to one of the Oracle VM Servers (optional)
This is another way to display the information in step 1. To confirm the repository file system on an
Oracle VM Server, log in through ssh and show the information with native Linux commands.

- Use f£disk to show the current physical disk size:
# fdisk -1 /dev/mapper/360004310000065000000000000001f4c

Disk /dev/mapper/36000d4310000065000000000000001f4c: 590.6 GB,
590558003200 bytes

255 heads, 63 sectors/track, 71797 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 2097152 bytes / 2097152 bytes

Disk identifier: 0x02020202
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- Use df to show the repository file system size:

# df -k

Filesystem 1K-blocks
Available Use% Mounted on

/dev/mapper/36000d43100002b900000000000006393ap2 25396260 205

22030344 s /
tmpfs 869448
869448 % /dev/shm
/dev/mapper/36000d43100002b900000000000006393apl 1019208 15
814708 16% /boot
none 869448
869280 % /var/lib/xenstored
/dev/mapper/36000d43100000650000000000000017dc 15728640 26
15459732 % /poolfsmnt/0004fb0000050000aa64db01ff45b9c8

/dev/mapper/36000d4310000065000000000000001f4c 576716800 606
570653696 % /OVS/Repositories/0004fb00000300008345e780bf6

- Usemultipath to show all disk paths and the device id of the physical disk:
# multipath -11 36000d310000065000000000000001f4c

36000d310000065000000000000001f4c dm-14 COMPELNT,Compellent Vol
s1ze=550G features='l queue if no path' hwhandler='0' wp=rw
"—+- policy='round-robin 0' prio=1 status=active

|- 2:0:1:7 sdi 8:128 active ready running

|- 2:0:2:7 sdn 8:208 active ready running
|- 3:0:1:7 sdad 65:208 active ready running
- 3:0:2:7 sdai 66:32 active ready running

- Use scsi id to extract the device id:

# scsi_id --page=0x83 --whitelisted \
--device=/dev/mapper/36000d310000065000000000000001f4c
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27. Extend the volume in Dell Enterprise Manager.

a. In Dell Enterprise Manager, locate the volume corresponding to the repository and select Expand

Volume from the right-click menu.

k8l Hardware @ 10 Usage @ Charting

Bach

bkp-ViaSat-DEWMO
Camaro

Delray

Henry

__| oraclusti-oral-oras
£ OVM333 Summary

General
Serial Number

oracle-db-ovm-repository
ﬂ repostory Device ID
ﬁ repository2 Replay Profile List
i@ srvpool_filesystem Storage Profiis
i@ u01-ovmm-orad-333 Storage Type
8 View of repository2 from 11-20-21
s P vz Disk Folder

- View of repository2 from 11-7-20
& Myvol

il v khe Enabled
& stagent (] | Show 4

i@ YUM_R E i on

o Mozart &l Edit Settings on

-] ovmmgr <  Map Volume to Server

%15 ovmnfs =& Remove Mappings

=[] ViaSat-DEM

-~ Oracie vin 3.1.1 W | Create Replay

|z| Expand Volume
&' Create Boot from SAN Cop

@ Replicate Volume

Compression Enabled

Remote Storage Ce|
Fault Domains @ | Convertto Live Volume

&= Disks N

@ storage Types &g | Local Copy 3
-] Replay Profiles

[ Storage Profies | B* | Set Replay Profiles

D Set Storage Profile

B E- - E- -

25 | Set Threshold Alert Definitions

™ Move to Folder
x Delete

@ MyVolRepo [ 8
= ﬁ Volumes Index 844
H Citrix-Xen-Server Wolume Folder =5l Her
IBMSWC Wolume Active On Controller 102
Oracle
+ _| 1gRZ
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b. Enter the new volume size in the pop-up window. In this example, the original size of the volume

is 550 GB and the new size is 1 TB.

= Expand Volume [SC 9] [MyVolRepo]

Current Volume Size 550 GB

New Volume Size l TB w

| *x Cancel || & oK |

28. Resize the repository file systems in Oracle VM console.

Under the Storage tab, locate the volume and select Refresh from the right-click menu. This tells

Oracle VM Servers to reread the physical disk information and extend the file system on it.

ORACLE" VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
!
HRBZ2 @ View v | Perspective: 4 Z X% W EE NameFiter Go
[ File Servers |Name |Event Severity | Size (GiB)| Server A [Status Shareable | Description
v SAN Servers = COMPELNT (3) Informational 15.0 ora2, orad No srvpool_filesystem on SC9
¥ [y Unmanaged FibreChannel Storage Ar = COMPELNT (4) Informafional 200.0 ora2, oral No Repository on SC9
a8 > COMPELNT (5) Informational 100.0 ora2, ora3 No Oracle-db-repository from sc9
b & Unmanaged iSCSI Storage Array = COMPELNT (7)  Informational 500.0 ora2, ora3 No Repository2 on SC9
E3 Local File Systems L> COMPELNT (8)  Informational 10.0 ora2, ora3 No  12cdbdata on SC8
[0 Shared File Systems L~ COMPELNT (9)  Informational 10.0 ora2, ora3 No 12cfra on SC8
& Myvolrepo Informational S e No
& COMPELNT (1) Informational ZEdt. No  Newora3 boot volume on 5c12

#pelete
g Clone
@Reﬁesh
f@ Display Events...

The new size is now reflected in the list.

ORACLE" VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
|
HBZ2 @ View ~ | Perspective 4 # KT @ EE | NameFilter Go
[ File servers |Name |Event Severity | Size (GiB)|Server a7 [status Shareable | Description
v SAN Servers = COMPELNT (3)  Informational 15.0 ora2, ora3 No srvpool_filesystem on SC9
v % Unmanaged FibreChannel Storage Arm > COMPELNT (4) Informational 2000 oraz, ora3 No Repository on SC9
a > COMPELNT (5)  Informational 100.0 ora2, oral No Oracle-db-repository from sc9
> fy Unmanaged iSCSI Storage Array b~ COMPELNT (7)  Informational 500.0 ora2, ora3 No Repository2 on SC9
B3 Local File Systems I COMPELNT (8)  Informational 10.0 ora2, ora3 Mo 12cdbdata on SCO
B3 Shared File Sysiems 1> COMPELNT (9)  Informational 100 ora2, ora3 No  12ca on SCO
HM]VoIRepu Informational 1024.0 ora2, orad No
b~ COMPELNT (1)  Informational 100.0 ora3 No New ora3 boot volume on 5c12
> COMPELNT (6)  Informational 5000 ora3 No
[= COMPELNT (2) Informational 500.0 ora3 No

29. Verify the new size of the repository in the Repositories tab.
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ORACLE' VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs

® Show My Repositories Perspeciive

Show All Repositories

FlZ7REW QLA
7 [ Repositories
7:)
[ Assemblies
B3 180s
£3 VMFiles
£ VM Templates
C2 Virtual Disks
1> @, Oracle DB Repository
&, TechSolRepoz Presented o Servers:
@, TechsolRepo-ISO Server Name Server Pool Status
ora2 TechSol Running
ora3 TechSol Running

Repository Name: MyRepo

Ownership Owned by you

Path 6000d310000065¢ 1f4c
Physical Disk. MyVolRepo

Share Path

File System Size (GiB): 993.28

File System Used (GiB):5.8

Used %. 10%

ID: 0004fH000003000083456780bMB0CIES

30. Verify repository size through ssh (optional).
Log in to the Oracle VM Servers using ssh and run the native Linux commands to confirm the new
size.

# multipath -11 36000d310000065000000000000001f4c

36000d4310000065000000000000001f4c dm-14 COMPELNT, Compellent Vol
size=1.0T features='l queue if no path' hwhandler='0' wp=rw
"—+- policy='round-robin 0' prio=1 status=active

|- 2:0:1:7 sdi 8:128 active ready running

|- 2:0:2:7 sdn 8:208 active ready running

|- 3:0:1:7 sdad 65:208 active ready running
- 3:0:2:7 sdai 66:32 active ready running
# df -k
Filesystem 1K-blocks Used

Available Use% Mounted on
/dev/mapper/36000d43100002b900000000000006393ap2 25396260 2055012
22030344 9% /

tmpfs 869448 0
869448 0% /dev/shm

/dev/mapper/36000d43100002b900000000000006393apl 1019208 151892
814708 16% /boot

none 869448 168

869280 1% /var/lib/xenstored
/dev/mapper/3600043100000650000000000000017dc 15728640 268908

15459732 2% /poolfsmnt/0004fb0000050000aa64db01ff45b9c8
/dev/mapper/36000d4310000065000000000000001f4c 1041529856 6077440

1035452416 1% /OVS/Repositories/0004fb00000300008345e780bf60c968
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Oracle VM Manager storage consideration

The Oracle VM Manager is a web-based management console that manages and monitors the Oracle VM
Servers and virtual machines, The Oracle VM Manager applications consist of an Oracle WebLogic Server
and an Oracle database or MySQL database for the management repository. The MySQL database has
become the default bundled database starting with Oracle VM Manager 3.2

To simplify deployment, it is recommended to install and use the bundled database for the management
repository. Oracle fully supports the use of the bundled MySQL database in a production environment.

The Oracle VM Manager applications are typically installed on a separate physical server that supports
Oracle Linux 5.5 and above. Here are some recommendations and guidelines:

¢ Install the Oracle VM Manager applications on one or more dedicated SC volumes and take
advantage of auto-tiering, thin provisioning, storage snapshot, and other advanced features.

e Asingle file system may be sufficient for all applications and the management repository.

e Toincrease performance and improve storage management, create the file system on Linux Logical
Volume Manager (LVM). LVM makes use of multiple disks and spreads the file system across them.
This increases the number of available paths and 1/O queues to the SAN storage.

e A minimum of two SC volumes is recommended when the SC Series array is a dual-controller
system. This maximizes the utilization of both controllers because each volume is assigned to a
different primary controller.

¢ Apply the same best practices and guidelines discussed in this paper and the document, Dell Storage
Center with Red Hat Enterprise Linux (RHEL) 6x Best Practices.
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Protecting Oracle VM with storage snapshots

Data Instant Replay

Data Instant Replay, also known as Replay, is a block-level storage snapshot technology available on the SC
Series array. This document uses Replay and snapshot interchangeably. A Replay is a point-in-time copy of a
volume. Taking a Replay is fast and incurs no overhead on the servers. Multiple Replays can be taken over
time and used as recovery points in the event of data corruption or loss due to events such as hardware
failure or human errors.

When Replays are created, the data blocks are frozen (they can be read but not modified). Changes to the
existing data get new blocks and take precedence over the frozen blocks.

Using Replays with Oracle VM Server storage repositories and VM Manager database offers many benefits:

e Space-efficient, time-based snapshots can be created at any time.

e Replay events can be scheduled using a Replay Profile in Dell Enterprise Manager, or manually
created when needs arise.

e For a flash-optimized storage type where multiple types of flash storage and spinning drives are used
in the same array, Replays can occur on demand by Storage Center to automatically move data from
tier 1 to free up space on the flash storage.

e Data Progression and Replays work together seamlessly to move frozen data to the storage tier
specified by the storage profile. For example, Replays can move from RAID 10 on tier 1 to RAID 5 in
tier 3 to reduce storage consumption.

e Areplay can be created in only a few seconds.

e Multiple volumes can be snapped together using the Consistent Replay profile. This is particularly
important for databases that reside on more than one volume.

e Replays provide extra protection to the conventional backup/restore mechanism.

e Recovery from a Replay is fast and can minimize system downtime.

e Replays also work with remote SC replication for offsite storage and disaster recovery.

Taking snapshots of Oracle VM repositories and Oracle VM
Manager database

The purpose of taking snapshots is to preserve a point-in-time copy of the data. The process of taking
snapshots can be automated in Dell Enterprise Manager by defining and applying a Replay profile to each
volume.

A Replay profile defines which volumes should be included, when the Replay should be taken, how often is
they are scheduled, and the creation method. Each Replay also has an expiration date to facilitate automatic
cleanup.

Note: It is recommended to have at least a daily Replay for Replay Data Progression to work properly.

DeALLEMC



4.2.1 Create a new Replay profile
1. In Dell Enterprise Manager under the Storage tab, right-click the Replay Profile node in the left pane and

select Create Replay Profile.

2. One or more rules (schedules) can be defined. In the example, the schedule runs every hour, all day,
every day. Any Replays older than two weeks are to be removed.

To take consistent snapshots for all volumes assigned to this profile, make sure the Replay Creation
Method is set to Consistent.

&) Create Replay Profile
Name OVM-Consistent
MNotes ~
W
Rules Name Expiration Frequency Time
Interval 1 hour
Dty 2 weeks Jaity
Start Time 12:00 AM End Time 12:00 AN

<
+ AddRule # EditRule — Remove Rule

Replay Creation Method Consistent e

| Timeout Replay creation after |20 Seconds
play

Expire incomplete Replay sets if Replay creation timeout is reached

2 Help x Cancel 4 oK
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3. To apply the profile to volumes, right-click the Relay Profile in the left pane and select Apply to
Volumes. Select the volumes in the next pop-up window. Go to the summary page of a volume to see the

Replay profiles applied to that volume.

Dell Storage Client [sc29]

Hardware @ Charting @ ANerts @ Logs (7]

Refresh | Edit

@ Sh0w| Ej Edit Settings & Map Volume to Server » Create ReplayEl Expand Volume @‘ Create Boot from SAN Cupy| é Local Copy| .

- @ Fault Domains

J@ Storage Types

Serial Number
Device ID

He s : .
. @ OVM-Disk1
=8 sco
E‘"ﬁ Volumes Index 198 Volume has not used any disk space on the Storage Center
-] Misc Configured Size 500 GB
OV Volume Folder J OVM
& OVN-Disk! Volume Active On Controller 54228
& OvM-Disk2
ﬂ voral-voll
~[@] Recycle Bin Summary
7 ¥ Servers
General Volume Growth

0000faed-000000cE
6000d31000fae40000000000000000cE

Growth statistics are not yet available (several days
of data are required to compute growth}

£
£
E}-\\;‘\_’ Disks.
£
E

-}-@ Replay Profiles

Replay Profile List OVM-Consistent

@ Daity
{FH] sample T
¥ OVN-Consistent Storage Type 0 Assigned - Redundant - 2 MB
D"Iﬁ Storage Profiles Disk Folder | Assigned

Compression Enabled No

Host Cache Enabled No

Created On 114116 4:43:48 PM

Modified On T&ME 12:01:08 AW

4.2.2  Taking an on-demand snapshot

On-demand snapshots can be created outside of the schedule. This is useful for saving a quick restore point

before making any planned changes.

Under the Storage tab, right-click the Replay Profile and select Create Replay. Specify an expiration time or

make it never expire.

(& Create Replay [SC 29] [OVM-Consistent]
Expire Time |z hours
Do Not Expire
Description | oM Upgrade|
? Help ¥ Cancel

4 OK
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Listing all available replays

To see a list of Replays for a specific volume, click the volume in the left pane and the Replays tab in the
right pane.

& Dell Storage Client [5c29] = =

Refresh | Edit User Settings | Help | Support | About

Storage 7 RElIENE] 9 Charting 9 Alerts Q Logs 9

He . _ .
85 sc & OVM-Disk1 [ Show | 1 Edit Settings & Map Volume to Server | Create Replay [ Expand Volume i Create Boot from SAN Copy | g Local Copy| B, Set Replay Profiles [ Set Storage Profie|
ﬁVﬂ‘UmES Index 198 Wolume has not used any disk space on the Storage Center
Configured Size 500 GB
Volume Folder ovh
Volume Active On Controller 64228

¥ Servers
Ty ral
- Faut Domins ket Visw (L Refresh
-3 Disks Fresze Time ExpreTime  Size  %ofActual Description  Space Recovery Consistent  Source  CresteVolume  ReplayProfle  Replay Profie Rule  Viries Held Duration
@ Storage Types
. @ Storage Ty @ Active ouB Ho Ho System  OVM-Diskl
9 1816 9.00.01 AN 211620001 AN OMB Daily Ho Yes Consistenc... OVW-Diskl  OVM-Consistent  Daily 0.001 seconds
9 1NEN6 BEA23AN 11816 £5923PM  OMB VI Upgrade Ho Yes Consistenc... OVM-Diskl 0.002 seconds
by OVIA-Consistent
] Storags Profies 9 18160000 AN 216 E00.00AM  OMB Daily Ho Yes Consistenc... OVW-Diskl  OVM-Consistent  Daily 0.003 seconds
9 1NENET.0001 AN 21670001 AN OMB Daily Ho Yes Consistenc... OVM-Diskl  OVM-Consistent  Daily 0.004 seconds
9 1MEN6E:0000 AN 21NEE00.00AM  OMB Daily Ho Yes Consistenc... OVW-Diskl  OVM-Consistent  Daily 0.003 seconds
9 1B 50001 AN 2NMES00.01 AN OMB Daily Ho Yes Consistenc... OVM-Diskl  OVM-Consistent  Daily 0.002 seconds
9 111816 40000 AN 21116 £00.00AM  OMB Daily Ho Yes Consistenc... OVW-Diskl  OVM-Consistent  Daily 0.004 seconds
9 11E16 30001 AN 21160001 AN OMB Daily Ho Yes Consistenc... OVM-Diskl  OVM-Consistent  Daily 0.001 seconds

Restoring and recovering Oracle VM files from a snapshot

Once Replays are created, they can be used to restore loss or corrupted data. For Oracle VM, a virtual
machine’s configuration files and its virtual disks are stored in a storage repository. With a Replay, a view
volume can be created that represents a copy of the repository from a specific point in time. If there are no
changes to the data on the view volume, no storage is consumed. Only changes to the data on the view
volume will actually consume space. The view volume is then mounted on the Oracle VM Server alongside
the original repository. To restore a specific virtual machine or virtual disks, simply copy the files from the
restored repository to the original repository.

The following sections demonstrate the steps to restore a deleted virtual disk of a virtual machine from a
replay. The same steps can be applied to other files in a repository.
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Creating a view volume from a Replay

1. In Dell Enterprise Manager, navigate to the volume in the left pane. Under the Replays section in the

right pane, right-click the Replay for a specific time and select Create Volume from Replay.

] Dell Storage Client [scd] - o

Refresn | Edit User S

re @ Chating @ Aerts @ Logs @

He» @ repository2 =) Show | ) Edit Settings & Map Volume to Server &/ Remove Mappings B Create Replay [7] Expand Volume i Create Boot from SAN Copy | i Local Copy|
sce
-] Volumes Index 8378 Configured Configured Space. 178
) Citrix-Xen-Server Volume Folder = OVM333 Free Space 638.32GB
= Busve Volume Active On Controller 102 Total Disk Spacs 679.75GB
Oracle 8608 08 Actual Space 60154 GB
110R2 e )
= Active Space W 3856868 (56.74%)
=i Storage Used Replay Space 21596 GB (31.77%)
- zk;::sawmu Shared Space 36271 GB (53.35%)
~ baray pp— RAD Overhead 78.11GB (11.49%)
Mozart 215.08 68 SavngsvsRAD 10 5235368
o 70,73 08
1 oraclusti-orat-oras Replays
= OVM333 -
@ 12c0bata (5 Select View (' Refresh| B Edt Settngs | @ Create Volume from Replay | 3§ Expire
L@ 12ca0ma Fr— E— Size  %ofActual Descrpion  SpaceR.. Consisteni Source CresteVoume Replay Profie Replay ProfieRule  Writes Heid Duration
g ”“’E'TM"WE"“"”’Y i@ Active 33268 No No System  repository2 ~
i@ reposiory
] IO 11816120007 AN 201516 120007 A 40968 Daiy 3t 12:00 A No Ho Schedule repository2  OVM3 Daily at 1200 AW 0.01 seconds.
i@ srvpool flesystem IO 1MTAE1Z00:0T AN 2014116 12:00:07 AW 456 GB Daily at 12:00 AM Mo No Schedule repository2 o3 Daily at 12:00 AM  0.013 seconds
test
| @ vorovmmorat 33 19 MGG 120007 AN 236 120007 A 455 | pyp seping. No Schedule repostory2  OVM3 Daiyat 1200 AW 0.011 seconds
L@ View of repostory2 from 112 | | JO 1ASI6 1200:07 AN 211216 120007 AM 5.3 Ho Schedule repository2  OVH3 Daily st 1200 Al 0.024 seconds
H: ? :\’j“;‘“ of repository2 from 1131 | |4 4414116 12200:11 AM 2111416 12:00:11 AN 451 (’“tev“‘“"‘eg"‘ FEray No Schedule repostory2  OVM3 Daily at 1200 A 0086 seconds
oot
2 iyVoRepo I9 1N316 120008 AN 21016 12000841 385§ Expire No Schedule repostory2  OVI3 Daiy at 1200 Al 0.146 seconds
i stagents IO 11216 1200:07 AN 219116 12:00:07 AN 334GB[ 0 Daily af 1200 AN Ho No Schedule repository2  OVH3 Doy at 1200 A 0.031 seconds
g :‘:""" “R'E'P“;\;Ta’gy JO 141116 12:00:07 AN 21816 12:00:07 AM 36568 Dally st 12:00 AM o Ho Schedule repository?  OVM3 Dalyat 1200 AM  0.015 seconds
S ovmmy IO 11016 1200:07 AN 217116 12:00:07 AN a7ce Daily st 1200 Al Ho No Schedule repostory2  OVI3 Daiyat 1200 Al 0031 seconds
1 ovmnis, IO 1SHE1200:06 A1 21616 12:00:06 AN 45168 Daiy at 12:00 AN Ho No Schedule repository2 OV Daily at 1200 Al 0.013 seconds
ViaSat-DEMO-Cl
omaemats IO 1BHE 1Z00:06 A1 2/5/16 12:00:06 AM 53368 Daiy 3t 12:00 A No Ho Schedule repository2  OVM3 Daily 3t 1200 A 0.014 seconds
IO 1TA6 1Z00:06 Al 214116 1200:06 AN 81268 Daily 51200 AN Ho No Schedule reposory2  OVI3 Daly st 1200 Al 0019 seconds
IO 1BME 120007 Al 21316 120007 AN 1766GB | Daily at 1200 Al Ho No Schedule repostory2  OVI3 Daiyat 1200 AW 0.01 seconds
IO 151G 120007 Al 21216 1200:07 AN 362568 | Daiy st 12:00 A Ho Ho Schedule repository2  OVH3 Daily st 1200 Al 0.015 seconds
Daily st 1200 AN Ho No Schedule repostory2  OVM3 Daly st 1200 Al 0019 seconds

v | BD 14116 1200:08 AN 2/1/16 12:00:08 AM 5.05CB

2. Provide a name for the view volume in the next window. It is a best practice to incorporate the date

from which the Replay was taken.
Hame View of repository2 from 1-16-2016

Wolume Folder

__| OVM333 ~

ovmmgr

ovmnfs

Powerhouse
| test-dk

~| test-alpha
| test-beta

| ViaSat-DEMO-Clone
| Oracle VM 3.1.3

[ OWM-3.3.3

Unix

v
Notes .

v
Replay Profies @ Craity Change
Server Change
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Mapping the view volume to the Oracle VM Server

1. Right-click the view volume and select Map Volume to Server. Select one of the Oracle VM Servers
from the list. It is sufficient to map the volume to one server in the server pool. In this example, the

view volume is mapped to server ora3.

31. Once it is mapped successfully, take note of the volume’s Device ID.

& Dell Storage Client [sc9]

- |

fresh | Edit User

@ cChating @ Aerts @ Logs @

= :‘5:9 hd i@ View of repository2 from 1-16-2016 = Shnw‘ i Edit Settings 4 Map Volume to Server 4/ Remove Mappings P Create Replay .
g Volumes Index 8656 Configured Configured Space 178
----- ) Citrix-Xen-Server Volume Folder =) OVIM333 _— Free Space W £39.17GB
 BuSVC Volume Active On Controller 102 Total Disk Space £63.37 GB
Oracle 38483 6B Actual Space 589.66 GB
) 11gR2 T8 Active Space W 38483GB (58.01%)
| Bach ) Storage Used Replay Space 204.33 GB (30.88%)
— 2:?;’::5“"“"‘0 _ Shared Space 539 66 GB (28.89%)
B Dubay a3 68 RAID Overhead 7371GB (11.11%)
Mozart 2043 68 Savings vs RAID 10 51595 GB
oVt 863.37 GB
~ | oraclust1-oral-oraS Summary
g . g:‘zﬁbum General Velume Growth
@ 12cdbira lﬂmﬁ_gmww@._l Grown statisties are nel yel avaisble (several days
i@ orackedb-ovm-rcpostory Device ID £000d31000006500000000000000201e of data are raquirad to compute growth)
@ reposiory Replay Profile List Daiy
7@ reposiory2 Storage Profi s zed w ssion (T) All Tiers
e Profie [ Flash Optimized with Progression (Tier 1 to All Tiers)
~ & srvpool_fiksystem Storage Type @ A d - Redundant - 2 MB
L i u01-ovmm orad-333 9 Typ
- & View of repository2 from 1-16-2016 Disk Foider -
@ Bootvol Compression Enabled No
@ MyvoRepo Host Cache Enabled No
-i stagenfs
i@ YUM_REPOS_VBOX Created On 1ME16 11:54:30 AM
= ovmmgr Modified On 1HBHE 11:54:34 A
| ovmnts
* ) ViaSat-DEMO-Clone
) Oracle VM 3.1.3
= 0VM-333 .

32. Scan for new volumes in Oracle VM Manager web console. Under the Storage tab, right-click the

SAN Servers and select Refresh.
ORACLE VM Manager

Logged inas: admin Logout Setiings ~ Help ~

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
EBZ7W @ View v | Perspective: |Physical Disks v | | ob »# 3¢ By T B (7] | Name Filter Go
[58) File Servers |Name ./ |Event Severity | Size (GIB)| Server | Status Shareable |
V SAN Servers > COMPELNT (1)  Informational 100.0 ora3 No New ora3 bootvolume on sc12

- [y iUnmanaged FibreChannel Storag 2 Edit JOMPELNT (3)  Informational 15.0 ora2, orad No
= % Unmanaged iSCS| Storage Array — OMPELNT { Informational 200.0 ora2, ora3 No
B3 Local File Systems @Refresh |oype NT(5)  Informatonal 100.0 ora2, ora3 No
T3 Sharsd File Systams [ COMPELNT(7)  Informational 1024.0 ora2, ora3 No
> COMPELNT(8) Informational 10.0 ora2, ora3 No
L COMPELNT ( Informational 10.0 ora2, ora3 No
> COMPELNT{10) Informational 1024.0 ora2, ora3 No
> COMPELNT (11) Informational 500.0 ora2, ora3 No

srvpool_filesystem on SC9
Repository on SC9
Oracle-db-repository from sc9
Repository2 on SC9
12cdbdata on SC9

12cfra on 5C9
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33. ldentify the new volume after refresh is complete. In this example, COMPELNT (6) shows up after

refresh and its Page83 ID matches the volume device ID.
ORACLE" VM Manager

Logged inas: admin Logout Settings ~ Help~

Servers and VMs Repositories Networking Storage Tools and Resources Jobs
HB/0 @ View v | Perspective: [Physical Disks v | | o 2 3 W B Name Filter. Go
[f] File Servers |Name 4 |Event Severity | Size (GiB)| | Status |s |

> COMFELNT (5)
[ COMPELNT (5)  Informational

1000 oraZ, ora3
10240 ora3

v SAN Servers
> [y Unmanaged FibreChannel Storage Al

Mo Oracle-db-reposiory fram scd
No

> [la Unmanaged iSCSI Storage Array
£3 LocalFile Systems
[ Shared File Systems

Name. COMPELNT (6) Reserved by Server(s).
User Friendly Name: 36000d31000006500000000000000201e  Storage Targets
SAN Server: Unmanaged FibreChannel Storage Array ~ Server Pool:

Thin Provision Yes Repository.

Type: LUN VM(s):
ID. 0004f0000180000ef00372a774774c
Pages3 D F360000310000055000000000000002014

Access Groups:
Extra Information:

I~ COMPELNT (7)
I COMPELNT (8)
1> COMPELNT (9)
1> COMPELNT (10)
1> COMPELNT (11)
b fl Rows Selected 1

Informational
Informational
Informational
Informational
Informational

1024.0 ora2, ora3
10.0 ora2, ora3
10.0 ora2, ora3

1024.0 ora2, ora3

500.0 ora2, ora3

0x5000d31000006512,0x5000d31000006511,0x5000d31000006514,0x5000d310000

No Repository2 on SC8
No 12cdbdata on SC9
No 12cfra on SC9

No

No

Mounting the view volume on a Oracle VM Server
1. Change the volume label for OCFS2. Since the view volume essentially is a clone of the original
volume, both original and view volumes contain the same OCFS2 label. In order for Oracle VM to
recognize and mount the view volume, the label must be changed.
a. sshtothe Oracle VM Server that has the view volume. Use the tunefs.ocfs2 command to
change the label. The command requires the volume’s multipath device as an argument. Find the
corresponding multipath device in the /dev/mapper directory.

# 11 /dev/mapper

total O
lrwxrwxrwx 1 root root
36000d43100000650000000000000017dc ->
lrwxrwxrwx 1 root root
36000d43100000650000000000000017df ->
lrwxrwxrwx 1 root root
36000d4310000065000000000000001£08 ->
lrwxrwxrwx 1 root root
36000d4310000065000000000000001f0b ->
lrwxrwxrwx 1 root root
36000d4310000065000000000000001£0c ->
lrwxrwxrwx 1 root root
36000d4310000065000000000000001£f0d ->
lrwxrwxrwx 1 root root
36000d4310000065000000000000001£f4c ->
lrwxrwxrwx 1 root root
36000d431000006500000000000000201a ->
lrwxrwxrwx 1 root root
36000d431000006500000000000000201b ->
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7 Jan 18 12:
../dm-6
8 Jan 18 12:
../dm-14
8 Jan 18 12:
../dm-15
7 Jan 18 12:
../dm-2
7 Jan 18 12:
../dm-1
7 Jan 18 12:
../dm-9
7 Jan 18 12:
../dm-7
8 Jan 18 12:
../dm-18
7 Jan 18 12:
../dm-5

01

01

01

01

01

01

01

01

01
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lrwxrwxrwx 1 root root

36000d431000006500000000000000201e ->

lrwxrwxrwx 1 root root

36000d43100002b900000000000006393a ->

lrwxrwxrwx 1 root root

36000d43100002b900000000000006393apl ->

lrwxrwxrwx 1 root root

36000d43100002b900000000000006393ap2 ->

lrwxrwxrwx 1 root root

36000d3100002b900000000000006393ap3 ->
236 Jan

crw-rw---- 1 root root 10,
lrwxrwxrwx 1 root root
0D3 SOSEN6AD401998 ->
lrwxrwxrwx 1 root root
0D3 SOSEN6AD401998pl ->
lrwxrwxrwx 1 root root
0D3 SOSEN6AD401998p2 ->
lrwxrwxrwx 1 root root
0D3 SOSEN6AD401998p3 ->

b. Update the label.

8 Jan 18 12:01

7 Jan 18 12:01

8 Jan 18 12:01
../dm-10
8 Jan 18 12:01

8 Jan 18 12:01

8 Jan

../dm-17

7 Jan

./dm-0

7 Jan

./dm-3

7 Jan

./dm-4

# tunefs.ocfs2 --cloned-volume
/dev/mapper/36000431000006500000000000000201e

7 09:
18 12:

18 12:

18 12:

18 12:

18
01

01

01

01

../dm-13

../dm-8

./dm-11

./dm-12
control
SATA_MZ—SEAlOOO—
SATA_MZ—5EAIOOO—

SATA MZ-5EA1000-

SATA MZ-5EA1000-

Updating the UUID and label on cloned volume
"/dev/mapper/36000431000006500000000000000201e".

DANGER: THIS WILL MODIFY THE UUID WITHOUT ACCESSING THE CLUSTER

SOFTWARE. YOU MUST BE ABSOLUTELY SURE THAT NO OTHER NODE IS USING
THIS FILESYSTEM BEFORE MODIFYING ITS UUID.
Update the UUID and label? yes

34. Mount the view volume.

# mkdir /mnt/recover

# mount -t ocfs2 -o rw, heartbeat=global

/dev/mapper/36000d431000006500000000000000201e \ /mnt/recover

Dell EMC SC Series Storage Best Practices for Oracle VM | CML1118

DeALLEMC



4.3.4  Performing recovery

1. First, identify the virtual disk file that needs to be restored and replaced in Oracle VM Manager web
console. In this example, the data in virtual machine voral has been corrupted.
To list the virtual disks used by voral virtual machine, in Oracle VM Manager web console, under the
Servers and VMs tab, navigate to the Server Pools folder and change the Perspective to Virtual

Machines.

ORACLE" VM Manager

T servers and VMs Repositories Networking Storage

Tools and Resources

Jobs

Logged in as:

admin Logout

Settings + Help -

A& 77X Q0

View ~ IEerspecﬁve Virtual Machines v I/ X >
T — Lam)

FHIZOCHIRRERE

Name Filter v

|

51

7 [ Server Pools |Nam : [ max. Memory | y (MB) [Max. Processors|Processors|Keymap | Operating System |
v B I~ CMDATANCDE.D Stopped Informational  ora2 4096 4096 2 2 en-us Oracle Linuz 6
M ora2 L~ CMDATANCDE1 Stopped Informational  ora2 4096 4096 2 2 &n-us Oracle Linuz 6
A ora3 I~ ClouderaMana._.. Stopped Informational  ora3 20480 20480 1 1 &n-us Oracle Linuz 6
[ unassigned Servers > EM-APM.O Running Informational  ora2 16000 16000 2 2 &n-us Microsoft Windows Server 2012
B3 Unassigned Viriual Machines - EM-WINSr2012  Stopped Informational  ora3 16000 16000 2 2 en-us Microsoft Windows Server 2012
- OEL7 Running Informational  ora2 10240 10240 1 1 en-us Oracle Linux 7
I~ OEL66-12¢ Stopped Informational  ora3 10240 10240 1 1 en-us Oracle Linux 6
I- OEM12c Running Informational  ora2 16384 16384 2 2 en-us Oradle Linux 5
I RHEL7-REPQ  Running Informational  ora2 4096 4096 1 1 en-us Red Hat Enterprise Linux 7
£~ thel6-yum Running Informational  ora3 4096 4096 1 1 en-us Red Hat Enterprise Linux 6
B vorat Stopped Informational  ora2 2048 2048 2 2 en-us Red Hat Enterprise Linux 7

:J Rows Selected 1

35. Right-click the virtual machine and select Display VM Config File Content.

Loggedinas: admin Logout Settings - Help ~

ORACLE' VM Manager

[ Health JCTISETRIVINY Repositories {  Networking { _Storage Y Tools and Resources Y _JJobs
|
RBd 2X| QD Vi~ Barspecivs: [Vealigme ] SR > EE#H 2 OCID 8 E L TG &
7 [F9 Server Pools |Name 4 |Status |Tagls) |EventSeverity |Server [max. Memory (MB) y(MB)  |Max. [ [ |Operating System |
£2:) & CMDATANODE.D Stopped Informational  ora2 4096 4096 2 2 en-us Cracle Linux 6
] I~ CMDATANODE.1 Stopped Informafional  ora2 4096 4096 2 2 en-us Oracle Linux 6
M ora3 & ClouderaMana... Stopped Informational  ora3 20430 20430 1 1 en-us Cracle Linux 6
[} Unassigned Servers 1> EM-APM.O Running Informafional  ora2 16000 16000 2 2 en-us Microsoft Windows Server 2012
£ Unassigned Viriual Machines > EN-WINS2012  Stopped Informational  ora3 16000 16000 2 2 en-us Wicrosoft Windows Server 2012
b OELT Running Informational  ora2 10240 10240 1 1 en-us Oracle Linux 7
I DEL66-12C Stapped Informational  ora3 10240 10240 1 1 en-us Cracle Linux 6
1> OEM12c Running Informafional  ora2 16384 16384 2 2 en-us Oracle Linux 5
I RHELT-REPO  Running Informational  ora2 4096 4096 1 1 en-us Red Hat Entemprise Linux 7
> rhel6-yum Running Informational  ora3 4006 4096 1 1 en-us Red Hat Enterprise Linux 6
M vorat Stapped Informafional _ ora2 anan anan 2 2 en-us Red Hat Enterprise Linux 7
Z Edit
@osxs . Ross
Slot_|Disk Type |Name > start Repository Location
0 IS0 EMPTY_CDROM oD Unknown
1 Vitual Disk thel-system I Launch Console T p 170}

@hLaunch Serial Console
2 Restart
o

& Migrate

&g Clane or Move

2 Manage Clone Customizers
i send VM Messagas

[E Display VM Config File Content
Display Events

j Rows Selected 1
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36. In the pop-up window, look for the line that starts with disk =. The file names and locations appear
on the same line. Scroll to the right to get the full name.
In this example, the virtual disk for voral is /OVS/Repositories/
0004fb0000030000a7e754fc1745a7c8/VirtualDisks/0004fb0000120000d55b46bbe6e73cfb.img

I;E’q VM Config File Content: vora1

keymap =
disk =

en-us

[,xvda: cdrom,r file:/OVS/Repositories/0004fb0000030000a7e754fc1745a7c8/VirtualDisks/0004fb00001:

vcpus = 2

on_poweroff = destroy
OVM_os_type = Red Hat Enterprise Linux 7
cpu_weight = 27500

cpu_cap =

1]

OVM_description = RHEL7.1
OVM_simple_name = voral

name = 0004fb0000060000faf264628389¢769
guest_os_type = linux

OVM_high_availability = false

vif =

[mac=00:21:f5:83:84:59,bridge=1082185567,mac=00:21:f6: 31:fd: 9f, bridge=101fe4227c,mac=00: 21:
OVM_domain_type = xen_hvm

37.

In the ssh session, navigate to the corresponding location on the view volume.

# cd /mnt/recover/VirtualDisks

# 1s -1

total 976943104

—TW——————— 1 root root 107374182400

0004£fb000012000011278ac725dba7aa.

—rw——————-— 1 root root 107374182400

0004£fb000012000014612298c511d64d.

—rw——————-— 1 root root 53687091200

0004£fb00001200001aeba7731leddatb87.

—IW——————= 1 root root 1073741824
0004fb0000120000252d3978cf2df87b
—rw——————-— 1 root root 53687091200

0004£fb000012000027£fbe59962cfl4ca.

—-rw——————-— 1 root root 107374182400

0004£fb000012000032886294c9cbaf00.

-rw-r—--r—-— 1 root root 44029706240

0004£fp0000120000371941ac56338d08.

-rw-r—--r—-- 1 root root 107374182400

0004£fb00001200003c6a28102e3636£7.

-rw-r—--r—-— 1 root root 107374182400

0004£fp00001200006c6757539%e8acbfo6.

-rw-r--r-- 1 root root 6720053760

0004£fb00001200006eae50e79962c798.
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38.

39.

—rTW——————— 1 root root 53687091200 Dec 15 10:19
0004£fb00001200007a65875369599209.img
—rW-——————= 1 root root 107374182400 Dec 10 11:07
0004£fb00001200007c8afad4929¢c34d09.img
-rw-r--r-—- 1 root root 107374182400 Feb 6 2015
0004fb00001200008161448e7efab83c.img
-rw-r--r-- 1 root root 107374182400 Feb 6 2015
0004£fb0000120000bf8d44e8lebfaBaa.img
—rw-———---- 1 root root 53687091200 Jan 7 11:15
0004fb0000120000ce0996781292f4d1.1img
A 1 root root 107374182400 Jan 5 23:53
0004£fb0000120000d55b46bbebe73ctb.img
-rw-r--r-- 1 root root 107374182400 Dec 15 03:37
0004£fb0000120000e28a56b2290c73b2.1img
-rw-r—--r—-- 1 root root 107374182400 Dec 4 11:13
0004fb0000120000e3£f641bff54780a3.1img
-rw-r--r-- 1 root root 107374182400 Jan 6 16:22
0004£fb0000120000£2af4760c4a8b8fl.img

A point-in-time copy of the same virtual disk file is found on the view volume.

Restore the virtual disk back to the original repository. Make sure the virtual machine is shut down.
Use the cp command to copy the file. This operation will overwrite the existing virtual disk so verify

the information before running the command.

# cp -p 0004£fb0000120000d55b46bbebe73cfb.img \

/OVS/Repositories/0004£fb0000030000a7e754£fc1745a7¢c8/VirtualDisks

If the virtual disk was previously removed in Oracle VM Manager, rescan the repository to rediscover

the restored virtual disk.

ORACLE VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
* Show My Repositories Perspective:
Show All Repositories =
— Repository Name: TechSolRepo2
Pl7R#B Q@ postory "
_/ Repositories Ownership: Owned by you
. Path idev/mapper/36000d310000065000000000000001f08
- @, MyRepo

1= (@, Oracle DB Repository

v [, TechSoiRepoi A Edt
3 Assemblies -
£3 IS0s xDe\ele

3 vMFiles @Presem—unpresent..
£3 v Tempial @) Refresh
3 wirtual Disk:

= (@, TechSolRepo- A Fing

Physical Disk.. COMPELNT (7)

Share Path:

File System Size (GiB): 993.28

File System Used (GIB): 478.14

Used %: 48.0%

1D: 0004M0000030000a7e754fc1745a7c8

Presented to Servers:

ServerName  |Server Pool | status
ora2 TechSol Running
ora3 TechSol Running

40. The restored virtual disk now shows up in the Virtual Disks folder. The restored disk might not have
the original name so use the File column to confirm the existence of the disk. To rename the disk if
desired, right-click the restored disk and select Edit.
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ORACLE' VM Manager

Health Servers and VMs Repositories

Networking

Storage

Tools and Resources

Jobs

Loggedinas: admin Logout

Settings ~ Help ~

Show My Repositories
®) Show All Repositories

+ /2@
7 [B Repositories

-G, MyRepo

t- @, Oracle DB Repository

7B, TechSolRepo2
[ Assemblies
2 1sos
[ VM Files
[ VM Templates
[ virtual Disks

1>, TechSolRepo-SO

vew- | 4 & 2 R

Used

MName -~ | (GiB) | Max (GiB) |Shareahle |FHE Description
ﬂvcm-system.lmg 6.67 100.0 No 0004H0000120000d55046bbe6e73c.img ZEdt
> EMWINZ2012-1 7784 100.0 No 0004/b000012000032886294c9chaf00.img -
- EMWIN2012-1 (2) 100.0 1000 No 0004/b0000120000f2af4760¢4a8b8f1 img Kpelete
= RHEL7-YUM 22.34 100.0 No 0004/000012000014612298c511d64d.img C\uns Virtual Disk
> RHEL66-REPO 3066 100.0 No 0004/b000012000011278ac725dba7aa img
L System.img (2) 6.26 626  No 0004/H0000120000622250279962¢798.Img
= uo1 13.96 50.0 No 0004/00001200007365875369599200.img
> 01 (3) 1271 50.0 No 0004/b00001200001aeba731eddafba? img
- UD1 (4) 1271 500  No 0004/b000012000027he59962cf14ca img
> em.ima (2) 4101 4101 No 0004/b0000120000371941ac56338d08 img
> parttest 00 10 No 0004/b0000120000252d3978cf2dB7b.img
b rhel-system (2) 6.69 100.0 No 0004H00001200007 c8afa4929c34d09.img
> system 157 50.0 No 0004/b0000120000ce0996781292f4d1 img
> system (4) 1000 1000 No 11200006c6757539e8ac6.img
b system (6) 100.0 100.0 No 0004H0000120000bf8d44281ebfagaa.img
> system (7) 100.0 100.0 No 0004/b0000120000e28a5602290c73b2 img
> system (8) 100.0 100.0 No 0004/b00001200003c6a28102e363617.img
b system (9) 100.0 100.0 No 00040000120000e3f6410f54780a3.img
> system (11) 1000 100.0 No 0004/b00001200008161448e7efab83c.img

jj Rows Selected 1

Updating the virtual machine that uses the virtual disk

If the virtual disk was removed from the virtual machine previously, reattach the virtual disk after it was
restored to the virtual machine.

1. Under the Servers and VMs tab, select the server pool and change the Perspective to Virtual

Machines.
2. Right-click the Virtual Machine in the right pane and select Edit.
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41. Go to the Disk tab. Pick a new slot and choose the Virtual Disk disk type. Click the Search icon to

add an existing virtual disk to the virtual machine.

o EditVirtual Machine:voral

‘Configuration Networks Disks

Slot | Disk Type |Name

Boot Order Tags

|Size (GiB) |Actions

CD/IDVD v| EMPTY_CDROM
Virtual Disk v voral-system.img

0
1
> [Em___7]
S T

o0 Q@

w0 a4 2R

4.3.6  Cleaning up after restore
When the view volume is no longer needed, it should be removed from the Oracle VM and the SC array.

1. Umount the file system.

# umount /mnt/recover

Cancel OK

42. To remove the volume in the Oracle VM Manager web console, under the Storage tab, navigate to

the SAN Servers, right-click the volume in the right pane, and select Delete. This removes the device
from the Oracle VM Server and VM Manager.

ORACLE" VM Manager

Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs
'

Logged inas: admin Logout Seftings ~ Help ~

HABZ78 Q@

[ File Servers

View v | Perspective: [Fhysical Disks v

Name

FoRBOHE

o

= [Name - [Event Severity | Size (GiB)[Server [Status [ Shareable [Description
v SllemEs - COMPELNT (1) _ Informational 1000 ora3 No  New ora3 bootvolume on 5c12
& B Unmanaged FibreChannel Storage Al 1> COMPELNT (2)  Informational 500.0 ora3 No
b [fa Unmanaged iSCS Storage Array 1> COMPELNT (3)  Informational 15.0 0ra2, ora3 No  snvpool_filesystem on SCO
3 LocalFile Systems > COMPELNT (4)  Informational 200.0 ora2, ora3 No  Repository on SC9
[0 Shared File Systems L GOMPELNT (5)  Informational 1000 ora2, ora3 No  Oracle-db-fepository from sc9
I COMPELNT () Informational AnAn e No
- COMPELNT (7)  Informational # Edt No  Repository2 on SC9
1> COMPELNT (8)  Informational % Delete No  12cdbdataon SCO
1> COMPELNT (9)  Informational Paclone. No  12efraon SC9
1> COMPELNT (10) _ Informational HRerresn No
1> COMPELNT (1) Informational No
@oisplay Events
s ﬂ Rows Selected 1
@ Job summary: [0 Total Jobs [0 Pending [30InProgress @0 Failed [A 0 Aboried [ 0 Complste
Description | status |Progress |Message Timestamp Duration Abort Details
No data to display
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43. Unmap the volume in Dell Enterprise Manager.
a. In Dell Enterprise Manager, under the Storage tab, right-click the volume and select Remove
Mappings.
b. Right-click the volume again and select Delete to release the space back to the storage pool.

= Dell Storage Client [sc9] = =
Refresh | Edit User Settings | Help | Support | About
CEIC TRl Hardware @ Charting @  Alerts @ Logs @
He ] ~
i votest & View of repository2 from 1-16-2016 [0 Show | (51 €t Settings 4 Wap Volume to Server - Create Replay [7] Expand Volume
& ‘I"E:‘: “1'; Vﬂ;“;” Index 8556 Configured Configured Space 178
oraclust1-11g- Volume Folder 0OVM333 Free Space 633.17 GB
oraclust1-12c-db Volume Active On Controller 102 Total Disk Space 657.28 GB
: g:Bi?rA 38483 6B . Actual Space 53425 GB
0OVM333 Active Space 384,83 GB (58.55%)
i@ 12cdbdata Storage Used Replay Space 199,42 GB (30.34%)
a 12¢cdbfra Shared Space 584.21 GB (88.88%)
5 oracle-db-ovmrepostory <40 08 RAD Overhead 73.04 GB (11.11%)
i@ repostory 100,42 BB Savings vs RAID 10 511.21 GB
i repostory2 £67 20 68
& srvpool_fiesystem Mappings ~ Stafistics  Replays
& udi-ovmm-orad-333 - \
=l View of repository2 from 1-16:2( " =ne? Volume Growth
I8 View of u01-ovmm.orad-333 fror (= Show | 00000085-0000201e Growth statistics are not yet avaiable (several days.
i@ Bootvol 6000d31000006500000000000000201¢ of data are required to compute growth)
Edit Settings
~i@ MyVolRepo a i _
. Daiy
. tagent g
& stagents & Map Volume to Server  Flash Optimized with Progression (Tier 1 to All Tiers)
~{@ YUM_REPOS_VBOX ¥ CreateReplay . o e
Assigned - Redundant - 2 I
ovmmgr
ovmnfs, [A] Expand Volume
ViaSat-DEWO-Clone i@ Create Boot from SAN Copy
Oracle VM 3.1.3 Ho
oVM-333 48 Local Copy L
Unix 1118118 11:54:30 AM
I Test B> SetReplay Profiles 1M8/16 12:01:39 AN
@] Recycle Bin
P~ We: £ set Storage Profile
& Fault Domains
> b ) Move to Folder
5:: Disks.
& Storage Types M Delete
[ Replay Profies 5
[ Daity
(B Sample
W WT_ASM_clone
Mg WT_DEMO_11203_ASM_CLONE
W oral-oraS-os-ub1+ocr v
< >

Restoring and recovering Oracle VM Manager

Oracle started shipping MySQL database in Oracle VM Manager 3.2 as the bundled database for its
management repository. It is recommended to use the default bundled database for simple installation.
Another advantage of using the bundled MySQL database is that it comes with a fully automated database
backup and restore tool. The default backup file location is in /u01/app/oracle/mysql/dbbackup.

Oracle WebLogic Server also comes with automatic backup tool. The default backup files are located in
/u0l/app/oracle/ovm-manager-3/domains/ovm_domain/servers/AdminServer/data/ldap/
backup.

Using Replay adds an extra layer of protection and provides fast recovery for everything residing on the SC
volumes such as the Oracle VM Manager configuration file, application binaries, and backup files created by
the Oracle backup tool.

As discussed in section 3.5, install Oracle VM Manager in a separate file system, normally in /u01, with one

or more SC volumes so that they can be snapped and restored independently from the operating system. If
multiple volumes are used, make sure they are configured in a Consistent Replay profile.
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The following example replaces the file system /u01 from a Replay on the Oracle VM Manager server.

1. Stop the Oracle VM applications and database.

# service ovmm stop
# service ovmcli stop
# service ovmm mysql stop

44. Unmount the file system and disable the volume group.

# umount /u01l
# vgchange -a n <vgname>

45. In Dell Enterprise Manager, remove the mapping of the volume(s).

46. Create a view volume for each volume used by the file system.

47. Map the volume(s) to the Oracle VM Manager server.

48. Scan and discover the new view volume(s) on the Oracle VM Manager server.

# /usr/bin/rescan-scsi-bus.sh
49. Reactive the volume group and mount the file system.

# vgchange -a y <vgname>
# mount /u01

50. Start the Oracle VM applications and database.

# service ovmm mysql start
# service ovmm start
# service ovmcli start

4.4.1 Mounting the Replay alongside the original file system

Instead of replacing the entire installation completely, restore just the files and components required.

1. Map the view volume(s) to the Oracle VM Manager server.
51. Scan and discover the new view volume(s).
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52. Use the vgimportclone command to properly change the UUIDs of the cloned volume group and
physical volume. Without doing so, the cloned volume group and file system cannot be mounted on

the same system.

Use the multipath command to show all the multipath devices and their WWNs. Then compare the
WWNSs to the view volume device id. The WWN contains the view volume’s device id. In this
example, the original volume group is vgoracle. The cloned volume group is vgoracle-snap. The
view volume device is /dev/mapper/mpathy.

# vgimportclone --basevgname vgoracle-replay /dev/mapper/mpathy

Physical volume "/tmp/snap.BETTr869/vgimport0" changed
1 physical volume changed / 0 physical volumes not changed

WARNING: Activation disabled. No device-mapper interaction will be

attempted.

Volume group "vgoracle" successfully changed
Volume group "vgoracle" successfully renamed to "vgoracle-replay"
Reading all physical volumes. This may take a while...

Found volume
Found volume
Found volume
Found volume
Found volume

group
group
group
group
group

"vg00" using metadata type lvm2
"vgoracle-replay" using metadata type lvm2
"vgoracle" using metadata type lvm2
"vgnfs" using metadata type lvm2
"vgyumvbox" using metadata type lvm2

53. Activate the cloned volume group and mount the file system under /u01-snap.

# vgchange -a y vgoracle-snap
# mkdir /u0l-snap
# mount /dev/vgoracle-snap/lv_u0l /u0l-snap

# df -h
Filesystem

Size Used Avail Use$% Mounted on

/dev/mapper/vg00-1v_root

tmpfs
/dev/sdkl

50G 6.0G 41G  13% /
32G 0 32G 0% /dev/shm
477M 103M 349M 23% /boot

/dev/mapper/vgoracle-1v_u0l

19G 14G 4.8G 75% /u01l

/dev/mapper/vgyumvbox-lvyumrepo

99G 79G 20G 80% /var/www/html/yum

/dev/mapper/vgyumvbox-1vvbox

296G 157G 139G 54% /vbox

/dev/mapper/vgnfs-1lvnfs

591G 497G 94G 85% /stage

/dev/mapper/vgoracle--replay-1lv_u0l

19G 14G 4.9G 74% /ul0l-snap

X

Now both file systems are available. Copy the files from the restored file system if needed.
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Terminology

Assembly: An assembly contains multiple virtual machine configurations including their virtual disks and
connectivity settings between them. It is used to simplify the creation of a group of related virtual machines.

Data Progression: An SC Series array feature that moves pages between tiers and drive types, as well as
among multiple RAID levels within the same tier.

Dynamic Capacity: An SC Series array feature that provides block-level storage thin provisioning.

Hypervisor: Part of an Oracle VM Server, it is an abstraction layer responsible to manage and monitor all the
hardware resources and virtual machine guests. On the Linux x86 platform, an open-source Xen hypervisor is
included. On the SPARC platform, the SPARC hypervisor is built into the firmware.

Multipath: Using multiple physical disk access paths between storage and servers, Multipath is a requirement
for Oracle VM to discover the SAN disks.

OCFS2: Oracle VM uses OCFS2 (Oracle Clustered File System 2) to provide clustered and shared storage to
Oracle VM Servers and virtual machines.

Oracle VM Agent: This runs on an Oracle VM Server to facilitate communication between the Oracle VM
Server and the Oracle VM Manager.

Oracle VM Manager: This web-based management platform manages and monitors all Oracle VM Servers
and virtual machines.

Oracle VM Server: This consists of an Oracle VM agent and hypervisor which has direct access to the
hardware resources.

Replay: An SC Series array feature that provides a storage point-in-time copy of data, a Replay is used
interchangeably with snapshot.

Replay profile: This defines the frequency and schedule for when Replays can run.
Storage connect plug-in: This provides storage-specific functionalities for different type of storage.

Storage profile: This defines which tier accepts initial writes and how Data Progression moves pages
between tiers in an SC Series array.

Storage repository: This provides storage space to hold different types of files used by virtual machines
including assemblies, virtual machine configuration files, virtual machine templates, CD/DVD media files, and
virtual disks.

Virtual machine: A guest operating system that runs within an Oracle VM Server.

Virtual machine templates: These consist of a fully installed and configured virtual machine with all the
required applications and software stacks pre-installed. Templates are reusable for creating new virtual
machines with the exact image and configuration.
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Virtual disk: This provides storage space for the OS and applications in a virtual machine. Multiple virtual
disks can be assigned to a virtual machine.

View volume: This is a volume created from a previous snapshot in an SC Series array.

WebLogic server: Oracle VM Manager runs as an application within the WebLogic server to provide the
application layer and web layer function.

Zone: These are Fibre Channel zones used to segment the fabric to restrict access.
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Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Dell TechCenter is an online technical community where IT professionals have access to numerous resources
for Dell EMC software, hardware and services.

Storage Solutions Technical Documents on Dell TechCenter provide expertise that helps to ensure customer
success on Dell EMC Storage platforms.

Related documentation

The following documentation can be downloaded from the Knowledge Center on the SC Series Portal (login
required):

e Dell Compellent Storage Center System Manager Version 6.x Administrator's Guide
e Dell Compellent Enterprise Manager 2015 R2 Administrator’s Guide

Also see the following additional resources:

e Dell Storage Center with Red hat Enterprise Linux (RHEL) 6x Best Practices
e Oracle Virtualization Product Page

e Oracle VM Server for x86 Product Page

e Oracle Virtualization Product Documentation Libraries

e Oracle Database Documentation Library
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http://www.dell.com/support
http://en.community.dell.com/techcenter/
http://en.community.dell.com/techcenter/storage/w/wiki/2631.storage-applications-engineering
https://customer.compellent.com/
http://en.community.dell.com/techcenter/extras/m/white_papers/20437964
http://www.oracle.com/us/technologies/virtualization/overview/index.html
http://www.oracle.com/us/technologies/virtualization/oraclevm/overview/index.html
http://www.oracle.com/technetwork/server-storage/vm/documentation/index.html
http://docs.oracle.com/en/database/
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