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1.2

1.3

1.4

Preface

Audience

The audience for this document is system administrators who are responsible for the setup and
maintenance of Windows servers and associated storage. Readers should have a working knowledge of
Windows and the Dell Compellent Storage Center.

Purpose

This document provides an overview of Failover Clustering and additional guidance for the process of
setting up and configuring a Failover Cluster on Windows Server 2012/R2 when using the Dell Compellent
Storage Center.

Disclaimer

The information contained within this document provides general recommendations only. Configurations
may need to vary in customer environments for many reasons, such as individual circumstances, budget
constraints, service level agreements, applicable industry-specific regulations, and other business needs.

Customer support

Dell Compellent provides live support at 1-866-EZSTORE (866.397.8673), 24 hours a day, 7 days a week,
365 days a year. For additional support, email Dell Compellent at support@compellent.com. Dell
Compellent responds to emails during normal business hours.
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2.1

2.2

2.3

Introduction to Windows Server 2012/R2 failover clustering

Overview

Window Server 2012/R2 Failover Clustering provides the capability to tie multiple servers together to offer
high availability and scalability for business-critical applications such as Microsoft Exchange, Hyper-V,
Microsoft SQL Server, and file servers. Clustering is designed to maintain data integrity and provide
failover support. Windows Server 2012/R2 Failover Clustering can scale up 64 nodes in a single cluster.

Windows Server 2012 Failover Clustering included new and changed functionality from the prior release
included in Windows Server 2008 R2. This functionality supports increased scalability, continuously
available file-based server application storage, easier management, faster failover, and more flexible
architectures for failover clusters. For a complete list of changes and new features included in Windows
Server 2012 Failover Clustering, please refer to Microsoft TechNet.

Windows Server 2012 R2 adds additional functionality to Failover Clustering by adding support for shared
virtual hard disks (for guest clusters), improved handling of virtual machines in a Hyper-V cluster, Cluster
Shared Volume (CSV) improvements, and new and improved cluster quorum handling. For a complete list
of changes and new features included in Windows Server 2012 R2 Failover Clustering, please refer to
Microsoft TechNet.

Failover Clustering is included in both the Standard and Datacenter versions of Windows Server 2012/R2.

Active/Active clusters

In active/active clusters, all nodes are active. In the event of a failover, the remaining active node takes on
the additional processing operations, which causes a reduction in the overall performance of the cluster.
Active/passive cluster configurations are generally recommended over active/active configurations
because they often increase performance, availability, and scalability. Microsoft Exchange 2013 and SQL
Server 2012 support a configuration that falls into the realm of what would be considered an active/active
cluster configuration. These particular configurations will not be discussed as they are beyond the scope
of this document. For detailed information about Microsoft Exchange 2013 and SQL Server 2012
clustering, please refer to Dell Compellent Knowledge Center.

Active/Passive clusters

In active/passive clustering, the cluster includes active nodes and passive nodes. The passive nodes are
only used if an active node fails. Active/Passive clusters are commonly known as failover clusters. For
example, file and print environments use the active/passive cluster model since two nodes cannot own
the same disk resource at one time. Windows Server 2008 Failover Clustering operates in this mode.

Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center
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2.4.2

Cluster quorum

Quorum definition

Put simply, cluster quorum is the collective status of all elements in the active cluster. Each element in the
cluster casts a single quorum vote which contains the element status. If the majority of quorum votes
show the cluster to be healthy, the cluster will start properly or continue running. Elements in the cluster
include server nodes, and can also include a quorum witness. A quorum witness is configured when the
number of nodes in the cluster cannot reach majority (such as an even number of cluster nodes) and
works as the determining vote if needed. The witness can be a shared disk or a file share that runs outside
of the cluster.

Quorum configurations
In Windows Server 2012/R2, 3 types of quorum configurations exist:

1. Node majority (no witness)
a. Only the cluster nodes have votes. Quorum is the majority of voting nodes.
2. Node majority with witness (disk or file share)
a. Cluster nodes as well as a witness have votes. Quorum is the majority of voting nodes plus
the witness vote.
3. No majority (disk witness only)
a. Only a disk witness has a vote. No nodes have votes. Quorum is determined by the state
of the disk witness. This is not a recommended configuration, as the witness disk
becomes a single point of failure for the cluster.

Note: In clusters with an even number of nodes the default quorum configuration is node majority with
witness. In clusters with an odd number of nodes the default quorum configuration is node majority with
no witness.

In most cases, a disk witness should be used when a witness is required. A file share witness should only
be used in the case shared storage between cluster nodes is not available.

Note: As mentioned above, Windows Server 2012/R2 will automatically assign the proper cluster guorum
configuration based upon the number of nodes in the cluster. As a best practice, it is not recommended
to change the cluster quorum configuration unless the number of nodes in the cluster has changed.

For more information about configuring and managing the quorum in a failover cluster, please refer to
Microsoft TechNet.

Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center
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2.5

2.6

Cluster shared volumes (CSVs)

Originally Introduced in Windows Server 2008 R2 Failover Clustering, CSVs allow all nodes in a cluster to
simultaneously have read-write access to the same LUN that is formatted as an NTFS or ReFS (2012 R2
only) volume. Using CSVs, clustered roles can fail over quickly from one node to another node without
requiring a change in drive ownership, or dismounting and remounting a volume. In Windows Server
2008 R2 CSVs were only allowed to be used with a Hyper-V virtual guest workload. Windows Server 2012
expanded CSV functionality, allowing CSVs to be utilized as file shares with the Scale-Out File Server role.
Scale-out file shares can host application data, such as Microsoft SQL Server and Hyper-V guests.

Using MPIO with Microsoft failover clusters

Using MPIO with clustering is supported in both round-robin and failover-only configurations. In
Windows Server 2012/R2, the MPIO load balance policy for each volume can be modified in Disk
Management under the MPIO tab of the volume properties. A default load balance policy for MPIO can
also be set, and any new volumes on the server will automatically be set to use the specified MPIO load
balance policy. If the default load balancing policy has not been set, Windows Server 2012/R2
automatically default Compellent Storage Center volumes to a “round-robin” MPIO configuration.

Refer to the Dell Compellent Microsoft MPIO Best Practices Guide for more information on configuring
MPIO in Windows Server 2012/R2.
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3.1

3.2

Network configuration

Public interface

The public interface contains the IP address of the server that is accessed over the network. It should
contain the specific subnet mask, default gateway, and DNS server addresses for accessing the network.

Note: If possible, the public interface for cluster traffic should be on a dedicated NIC, separate from the
NIC accessed for server management. A specific adapter can be selected for cluster traffic after a cluster
has been set up.

= Network Connections = | E -
l:-): - % E-l <« Met.. » Metwork Con... » v & | | Search Network Connections @ |
Crganize = B== - E @
Name Status Device Mame
',':' Public techsol.local Intel(R) Ethernet 10G 2P X520 Adapter
;‘{ Private Unidentified network Intel(R) Gigabit 4P 1350-t rNDC #3
',':' Mgt techsol.local Intel(R) Gigabit 4P 1350-t rNDC
W ETH3 Disabled Intel(R) Gigabit 4P 1350-t rNDC #4
U ETH2 Disabled Intel(R) Gigabit 4P 1330-t rNDC #2
;‘{ 10Gh =2 Dizabled Intel(R} Ethernet 10G 2P X520 Adapter #2
£ 1] >
6 items == =l

Figure 1 Network connections

Private interface

The private interface is reserved for cluster communications and is commonly referred to as the
“heartbeat”. In a two node cluster, a standard RJ-45 cable can be used to directly connect the first node to
the second node. In a larger cluster configuration, a separate subnet or private network should be
dedicated as a switch will have to be used for these cluster communications.

It is common practice to use the 10.x.x.x network for the private interface. Below is an example of how to
configure the TCP/IP settings of the private interface:

Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center



=

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an [P address automatically
(#) Use the following IP address:

P othes
Subnet mask: 255,255 .255 . 0
— ——

() Obtain DNS server address automatically
(®) Use the following DNS server addresses:

e e
g [

[[] validate settings upon exit

Figure 2 IP settings

| IP Settings | DNS | wINS |

DINS server addresses, in order of use:

[3]

| add.. || Eot. || Remove |
The following three settings are applied to all connections with TCR/IP
enabled, For resolution of unqualified names:
(®) Append primary and connection specific DNS suffixes
[ Append parent suffixes of the primary DNS suffix
) Append these DNS suffixes (in order):

3]

Add... || Edit... | Remave |

[JRegister this connection’s addresses in DNS|
[] Use this connection's DNS suffix in DNS registration

Figure 3 Advanced DNS settings
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Advanced TCP/IP Settings |2 [N |

IP Settings | DNS | WINS

WINS addresses, in order of use:

1f LMHOSTS lookup is enabled, it applies to all connections for which
TCP(IP is enabled.

[ Enable LMHOSTS lockup

NetBIOS setting

Default:
Use NetBIOS setting from the DHCP server, If static IP address
is used or the DHCP server does not provide NetBI0S setting,
enable NetBIOS over TCP/IP.

Enable NetBIOS over TCP{IP
®) Disable NetBIOS over TCP/IP|

ok || camcal

Figure 4  Advanced WINS settings

Referring to Figures 2 — 4 above, please note the following configuration settings:

e Do not specify a default gateway or DNS servers. It is not necessary.

e On the DNS Settings tab, be sure to uncheck Register this connection’s addresses in DNS.

e On the WINS Settings tab, uncheck Enable LMHOSTS lookup and select Disable NetBIOS over
TCP/IP.

e Label the network interfaces respectively as Private and Public.

3.3 NIC teaming
By default, the create cluster process will automatically create a public and private cluster network based
upon the IP address assigned to the cluster. The NIC adapters assigned to each network are automatically
assigned based upon the subnet assigned to each adapter.

In cases where there are two or more adapters on each node that belong to the same subnet, the cluster
will only use one of the adapters on each node to allow access from the public network. In order to use
more than one adapter on the same subnet in the cluster, the adapters need to be teamed prior to cluster
creation. In Windows Server 2012/R2, NICs can be teamed via software from the NIC manufacturer (such
as Intel or Broadcom), or through the built-in load balancing and failover option (LBFO) within the
operating system. For more information on LBFO, please refer to Microsoft TechNet.

Note: Once a NIC has been added to a cluster it can no longer be modified. NIC teams must be
configured before cluster creation.

11 Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center
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4.1

4.2

4.3

12

Setup and configuration

Prerequisites

The following are required to successfully configure Failover Clustering:

e Windows Server 2012/R2 Standard or Datacenter Edition that is a domain member
o Compellent Storage Center

e Properly zoned Fibre or iSCSI connectivity

e Two Ethernet ports (min. one for public and one for private connectivity)

e One static IP address for public network connectivity

Server configuration
Identify the server that will be the first node in the new cluster. This will be referred to as Node 1 in this
document.

To form a cluster it is required that cluster nodes must be domain member servers.

Installing the failover clustering feature

This process must be followed on each node. To install Failover Clustering:

1. Open Server Manager via the Start screen: Open Administrative Tools, and select Server Manager.
Alternatively, Server Manager can be accessed via the icon on the Windows Desktop screen.

= Server Manager -8B -

Server Manager * Dashboard © Manage ook

58 Dashboard WELCOME TO SERVER MANAGER

B Local Server

ii All Servers

0 Configure this local server

-

ile and Storage Services P

QUICK START

Add roles and features

ra

3 Add other servers to manage

WHAT'S NEW .
4 Create a server group

Hide

LEARN MORE

ROLES AND SERVER GROUPS

Roles:1 | Servergroups:1 | Servers totak: 1

| o uca ] [

Figure 5 Server manager
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2. On the Server Manager->Dashboard screen, select Add roles and features.

DESTINATION SERVER

Before you begin TSSRVW2K1 24 tachsollocal

This wizard helps you install roles, role services, or features. You determine which roles, role services, or
features to install based on the computing needs of your organization, such as sharing decuments, or
Installation Type hosting & website.

Server Selection
To remove roles, role services, or features:
Start the Remove Roles and Features Wizard
Before you continue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Network settings, such as static |P addresses, are configured
* The most current security updates from Windows Update are installed

If you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Next.

[ Skip this page by default

< Previous | |_ Install Cancel

Figure 6  Add roles and features wizard

3. Click Next.

4. Choose Role-based or feature-based installation and click Next.

. . DESTINATION SERVER
Select installation type TSSRW2K 124 rachctlocs
Before You Begin Select the installation type. You can install roles and features on a running physical computer or virtual

machine, or on an offline virtual hard disk (VHD).

®) Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

Server Selection

) Remote Desktop Services installation
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

Install Cancel

Figure 7 Select installation type
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5. Select the local server and click Next.

Select destination server

Before You Begin

DESTINATION SERVER
TESRVW2K12A tachsollocal

Select a server or a virtual hard disk on which to install roles and features.

@i Select a server from the server pool

Installation Type

() Select a virtual hard disk

Server Roles Server Pool
Features
Filter: |
Mame IP Address Operating System

1 Computer(s) found

collection is still incomplete are not shown.

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data

[<previous | [ Neat> | |

install | [ Cancel

Figure 8  Select destination server

6. Click Next on the Select Server Roles screen.

Select server roles
Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles

Server Selection

(] i Ce

[] Active Directory Domain Services

Features [[] Active Directory Federation Services

Confirmation [] Active Directory Lightweight Directory Services
[ Active Directory Rights Management Services
[ Application Server

[[] DHCP Server

[] DNS Server

[ Fax Server

[®] File And Storage Services (Installed)

[ Hyper-v

[] Network Policy and Access Services

[] Print and Document Services

[] Remote Access

[] Remote Desktop Services

-

| >

DESTINATION SERVER
TSSRVW2K12A techsollocal

Description
Active Directory Certificate Services
(AD CS) is used to create
certification authorities and related
role services that allow you to issue
and manage certificates used ina
variety of applications.

[ st | [ cancel

Figure 9  Select server roles
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7. On the Select Features screen, check the box next to Failover Clustering.

DESTINATION SERVER

Select features TSSRVW2K1 24 tachsollocal

Select one or more features to install on the selected server.

Before You Begin

Installation Typa Features Deseription
Server Selection
b [®] .NET Framework 3.5 Features (Installed) fal e eastonnalliohs mulhp!E
I servers to work together to provide
Server Roles -
b [H] .NET Framework 4.5 Features (Installed) high availabilty of server roles.
b [] Background Intelligent Transfer Service (BITS) | = Failover Clustering is often used for
Confirmation BitLocker Drive E ti File Services, virtual machines,
[ Bitlacker Drive Encryption || database applications, and mail
[ BitLocker Netwaork Unlock applications,
[ BranchCache
[ Client for NFs
[ ] Data Center Bridging
[ Enhanced Storage
IFailover Clusterin
[] Group Policy Management
Ink and Handuwriting Services (Installed)
[ Internet Printing Client
[] IP Address Management (IPAM) Server -
J . v
<] m B
<previous | [ Net> | | mstal | [ cancel

Figure 10  Select features

8. The following screen will appear asking to add required features for Failover Clustering. Click Add
Features.

Add features that are required for Failover Clustering?

The following tools are required to manage this feature, but do not
have to be installed on the same server,

4 Remaote Server Administration Tools
4 Feature Administration Tools
4 Failover Clustering Tools
[Tools] Failover Cluster Management Tools
[Tools] Failover Cluster Module for Windows PowerShe

<] " HEY

Include management tools (if applicable)

|AddFeatl.|r5H Cancel |

Figure 11  Add roles and features wizard

9. Click Next when returned to the Select Features screen.
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10. Verify that the Failover Clustering feature and Administrative Tools are set to be installed.

. . . DESTINATION SERVER
Confirm installation selections TSSRWZK12A rchsctions
Before You Begin To install the following roles, role services, or features on selected server, click Install.
Installation Type [} Restart the destination server automatically if required
Server selaction Optional features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want to install these optional features, click Previous to clear

Seneiioles their check boxes.

Features

Failover Clustering

Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools

Failover Cluster Medule for Windows PowerShell

Export configuration settings
Specify an alternate source path

[<previous || mect> | [ mnstal | [ cancel
Figure 12 Confirm installation selections
11. Click Install.
I
Installation progress TSR A hmetionn

View installation progress

@ starting installation
L

Failover Clustering
Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools
Failover Cluster Module for Windows PowerShell

You can close this wizard without interrupting running tasks. View task progress or open this

page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

< Previous. Next > Install Cancel

Figure 13 Installation progress
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12. Click Close when the installation is finished.

DESTINATION SERVER

Installation progress TSSRW2K 124 rachctlocs

View installation progress

o Feature installation

Installation succeeded on TSSRVW2K12Atechsol.local.

Failover Clustering
Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools
Failover Cluster Module for Windows PowerShell

You can close this wizard without interrupting running tasks. View task progress or open this

page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

‘ < Previous | ‘ Next > | ‘ Close | ‘ Cancel

Figure 14 Completed installation
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Creating a new cluster

Preparing disks for a new cluster

Although not a requirement to create a cluster, it is recommend to prepare two disks to be presented to
the cluster. One of the disks will be used for the cluster quorum, the other disk will be used for cluster
data.

Note: Repeat this process for all disks that will be added to the cluster. It does not matter in which order
the disks are added.

1. Create a new volume on the Storage Center and map it to all nodes in the cluster via the cluster
object.

Note: Please refer to the Dell Compellent Storage Center Users Guide for instructions on how to create a

new volume and cluster object in Storage Center, and how to map volumes to a cluster object.

Note: Cluster quorum disks do not require more than 1GB of space and should be sized accordingly.

2. Initialize the newly added volume to make it available to the cluster:
a. Open the Disk Management MMC: Start 2 Run - diskmgmt.msc <enter>
[=T= =]

= Disk Management
File Action View Help

e @ HE B E

Volume [Layout [ Type File System | Status [ Capacity [ Free Spa... | % Free
o (C) Simple Basic NTFS Healthy (B.. 119.65 GB 80.82GB  75%
CoSystem Reserved  Simple Basic NTFS Healthy (S.. 350 MB 109ME 1%

iDisk 0
Basic
120.00 GB
Qnline

1
System Reserved ()
350 MB NTFS 119.65 GB NTFS
Healthy (System, Active, Primary Parl || Healthy (Boct, Page File, Crash Dump, Primary Partition)

CaDisk 1 T ——

Basic
50.00 GB 50.00 GB
Qnline Unallocated

M Unaliocated Wl Primary partition

Figure 15  Disk manager

b. Click Action > Rescan Disks to detect the new Dell Compellent volume. The newly available
volume will show up as unknown and offline.
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ot Disk Management [- =]
Fle Action Yiew Help

s mEMBEE

Velumne La Type File System Status Capacit Free Spa... | % Free
& () Simple Basic NTFS Healthy (B.. 119.65GB 808268 75%
(i System Reserved Simple Basic MNTFS Healthy (5.. 350MEB 109 MB %

C¥Disk 3 1
Unknown

100,00 GB 100.00G8

Offline (i Unallocated

Help

£ICD-ROM O
VD (D)

No Media

Il Unaliocated Bl Primary partition

Figure 16 New disk detected

c. Right-click on the new disk and choose Online.

“@Disk 3
Unknown — )
100.00 GB Online
Offline i Properties
Fely

Help

[1.)

Figure 17  Bring disk online

d. The disk will now show as Not Initialized. Right-click on the disk and choose Initialize Disk.

oik: I

Unknown
100.00 GB ‘
Not Initialize

Initialize Disk

Offline
E-SCD-RON Properties
DVD(®) |  Help

Figure 18 Not initialized

e. On the Initialize Disk screen, validate the correct disk is selected for initialization, and click
OK.
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You must inttialize a disk before Logical Disk Manager can access it.
Select disks:
[viiDisk 3

Use the following partition style for the selected disks:

(®) MBR (Master Boot Record)
O GPT (GUID Partition Table)

Note: The GPT partition style is not recognized by all previous versions of
Windows.

| ok || cancel

Figure 19 Initialize disk

f.  The new disk will now show Online.

L 4Disk 3

Basic

100.00 GB 100.00 GB
Online Unallocated

1
Figure 20 Disk online

g. The disk must be formatted before it can be used by the cluster.
i. Right-click on the disk and choose New Simple Volume.

4Disk 3
Basic ! /
100.00 GB 100.00 GB
Online g Unallocated
New Simple Volume... L
B Unallocated W Pri New Spanned Volume...

New Striped Volume...
New Mirrored Volume... i ]
New RAID-5 Volume...

Properties

Help

Figure 21  New simple volume

ii. Click Next on the dialog screen.
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Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk.
A simple volume can only be on a single disk.
To continue, click Next.

Figure 22 New simple volume wizard

iii. Specify the volume size, and click Next.

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes.

Figure 23 Specify volume size

iv. Select Do not assign a drive letter or drive path, click Next.
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Assign Drive Letter or Path

For easier access, you can assign a drive letter or drive path to your partition.

() Assign the following drive letter:
() Mourt in the following empty NTFS folder:
| | | Browse... |

Figure 24  Assign drive letter
v. Specify partition format options. Click Next.

Note: To better manage cluster volumes, provide intuitive and descriptive volume labels that correspond
to the name assigned to the LUN on Storage Center. This is particularly useful when multiple LUNs of the
same size are presented to the same cluster.

Format Partition
To store data on this parition, you must format it first.

Choose whether you want to format this volume, and if so, what settings you want to use.

() Do not format this valume
(®) Format this volume with the following settings:

File system: [NTFs vl

Allocation unit size: | Default v |
Volume label: | KP-R2CLUSTER_Data_Vol1 ||

[+ Perform a quick format
[ Enable file and folder compression

<Back || Net> | | Cancel

Figure 25 Format partition

vi. Click Finish.
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5.2

23

New Simple Volume Wizard -

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard

You selected the following settings

Volume type: Simole Volume T~

| Disk selected: Disk 3
Volume size: 102397 MB
Drive letter or path: F

File system: NTFS
Allocation unit size: Default
Volume label: Cluster Data

| Ousinle fremat - Yo

To close this wizard, click Finish

<Back ][ Fsh | [ Cancel |

Figure 26 Completing the new simple volume wizard

h. The disk will now show as a usable volume, and is available to be added to the cluster.

= Disk 3

Basic KP-R2CLUSTER_Data_Vol1
100.00 GB 100,00 GE NTF5

Online Healthy (Primary Partition)

Figure 27  Available disk

Cluster validate

Historically, cluster configurations (Windows 2000 and Windows 2003) had to be certified through the
Windows Hardware Quality Lab (WHQL) in order to be approved and eligible for support by Microsoft.
Starting with Windows Server 2008, the Cluster Validate tool has been included with the Operating System
to test the functionality and compatibility of the servers and storage involved in a cluster. This tool verifies
that the storage meets the requirements (supports specific commands) to operate in a failover cluster.
The end user can run Cluster Validate and save the output as proof of supportability for the configuration.

It is Dell Compellent’s best practices recommendation that Cluster Validate be performed on any cluster
configuration that uses Dell Compellent Storage Center to ensure the customer can receive Microsoft
Premier Support should a cluster issue arise.

Cluster Validate is a wizard-driven tool in Failover Cluster Manager that can be run as part of configuring a
new cluster or at any time thereafter. The Cluster Validate tool assumes that the storage is attached and
accessible by all nodes participating in the test.
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Note: Running Cluster Validate on a live Failover cluster with active resources may require a maintenance
window for all validation tests to run as some resources may temporarily go offline.

53 Cluster setup

The Failover Cluster Management MMC is used to create failover clusters, validate hardware for potential
failover clusters, and perform configuration changes to failover clusters. To create a new cluster:

1. Start Failover Cluster Manager from the Start screen > Administrative Tools - Failover Cluster
Manager.
= Failover Cluster Manager = |[E -

File Action View Help
e=/[F =
X Failover Cluster Manager Failover Cluster Manager ~ | | Actions

4l Create falover clusters, validate hardwars for potertial falover clusters, and pefom failaenlisEgMarege] =
Tl configuration changes fo yourfalover clusters. & Validate Configuration..

B0 Create Cluster..,
« Overview i Connectto Cluster...
Afallover dlusteris a set of independent computers that work togetherto increase the View »
availabilty of server roles. The clustered servers called nodes) are connected by physical
cables and by software.  one of the nodes fails, ancther nodz begins to provide services (3 G Refresh
process known as faiover). =

[E] Properties

~ Clusters H Hep

+ Management

To begin to use faiover clustering, fist validate your hardware corfiguration, and then create a
cluster. Afterthese steps are complete, you can manage the cluster. Managing a cluster can
include migrating services and applications to it from a cluster running Windows Server 2012,
Windows Server 2008 R2, or Windows Server 2008.

[ Validate Confiuration... [ Understanding cluster validation

tests
[EY Create Cluster.. [ Cresting afailover cluster or adding

a dlustsr node
[ Connect to Cluster. [ Menaging = failover cluster

[ Marsting services and applications

from a duster

4+ More Information
v
< m >

Figure 28 Failover cluster manager

2. Inthe actions pane, click Create Cluster.
3. Click Next on the Before You Begin screen.
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ﬁ Before You Begin

Before You Begin
Select Servers
Validation Waming
Access Point for
Administering the
Cluster

Confimation
Creating New Cluster

Summary

This wizard creates a cluster, which is a set of servers that work together to increase the availability of
clustered roles. ff one of the servers fails, another server begins hosting the clustered roles (a process
known as failover).

Before you run this wizard, we strongly recommend that you run the Validate a Corfiguration Wizard to
ensure that your hard and hard settings are ible with failover clustering.

Microscft supports a cluster solution only if the complete corfiguration (servers, network, and storage) can
pass all tests in the Validate a Configuration Wizard. In addtion, all hardware components in the cluster
solution must be "Certified for Windows Server 2012,

You must be a local administrator on each of the servers that you want to include in the cluster.

To continue, click Mext.

More about Microsoft support of cluster solutions that have passed validation tests

["] Do not show this page again

Figure 29 Create cluster wizard

4. Enter the servers that are to be part of the cluster. After the server name is entered, click Add. When

all server names have been entered, click Next.

ﬁ Select Servers

Before You Begin
Select Servers
Validation Waming
Access Point for
Administering the
Cluster
Confimation

Creating New Cluster

Summary

Add the names of all the servers that you want to have in the cluster. You must add at least one server.

Enter server name: || | | Browse... |
Selected servers: TSSRVW2K12A techsol local Add

TSSRVW2K12B techsol local

Figure 30 Select servers

5. In the Validation Warning dialog of the Create Cluster Wizard, select to run the configuration

validation tests and then click Next.

Note: Microsoft requires cluster validation be performed in order to obtain assistance from Premier

Support.

25 Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center



Note: The Cluster Validation tool will report a failure if both nodes of the cluster are not presented with
(or are unable to access) available storage from Storage Center.

ﬁ Validation Warning

Before You Begin
Select Servers
Validation Waming
Access Point for
Administering the
Cluster

Confimation
Creating New Cluster

Summary

For the servers you selected for this cluster, the reports from cluster corfiguration validation tests

& appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete
configuration (servers, network and storage) can pass all the tests in the Validate a Configuration
wizard.

Do you want to run corfiguration validation tests before continuing?

® Yes. When | click Next, un configuration validation tests, and then retum to the process of creating
the cluster.

Mo. | do not require support from Microscft for this cluster, and therefore do not want to run the
validation tests. When | click Next, continue creating the cluster.

More about Microsoft support of cluster solutions that have passed validation tests

<Previous |[ Net> | [ Cancel

Figure 31  Validation warning

6. When the Before You Begin dialog appears, click Next.

@ Before You Begin

Before You Begin
Testing Options
Corfirmation
Validating

Summary

This wizard runs validation tests to determine whether this corfiguration of servers and attached storage is
set up comectly to support failover. A cluster solution is supported by Microsoft only i the complete
corfiguration {servers, networl, and storage) passes all tests in this wizard. In addition, all hardware
components in the cluster solution must be “Certfied for Windows Server 2012,

You must be a local administrator on each of the servers that you want to validate.

To continue. click Next.

Mare about preparing vour hardware for validation
More about cluster validation tests

["] Do not show this page again

Figure 32  Validate a configuration wizard
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7. On the Testing Options screen, verify Run all tests is selected, and click Next.

ﬁ Testing Options

Before You Begin Choose between running all tests or running selected tests.

Testing Options The tests examine the Cluster Corfiguration, Hyper-V Configuration, Inventory, Network, Storage, and
Confirmation System Configuration

Validating Microsoft supports a cluster solution only if the complete corfiguration {servers, network, and storage) can
pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
Summary for Windows Server 2012."

® Run gl tests (recommended)

() Run orlytests | gelect

More about cluster validation tests

Figure 33 Testing options

8. On the Confirmation screen click Next to begin cluster validation.

ﬁ(:onﬁmation

Before You Begin You are ready to start validation.
Testing Options Please corfirm that the following settings are comect:

Confimation

Validating TSSRVW2K12A.techsol.local
Summary TSSRVW2K12B.techsol.local

List Fibre Channel Host Bus Adapters Inventory
List iSCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inwentory
List BIOS Information Inventory

+ Varishlac Trurand b

To continue, click Next.

More about cluster validation tests

Figure 34 Confirmation
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9. Review cluster validation results on the Summary dialog screen. Click Finish.

ﬁ Summary

Before You Begin Testing has completed successfully. The configuration appears to be suitable for clustering.
. . However, you should review the report because it may contain wamings which you should address
Testing Options to attain the highest availability.

Corfirmation

Valiating Failover Cluster Validation Report ~

Summary

TSSRVW2K12A.techsol.local alidated
TSSRVW2K12B.techsol.local Validated

.

More about cluster validation tests

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

W

Figure 35 Summary

10. Type the cluster name, and provide an IP address for the cluster. This will be used to manage the
cluster. Click Next.

ﬁ Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.
Select Servers

Access Point for
Administering the
Cluster

Cluster Name: TSSRVW2K12CLUS

The NetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured
ﬂauhomaﬁmlly. For each network to be used, make sure the network is selected, and then type an
Corfimation address,

Creating New Cluster

Networks
172.16.16.0/20

Summary

Figure 36  Cluster access point
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11. Verify the information, and then click Next.

@ Confirmation

Before You Begin You are ready to create a cluster
Select § The wizard will create your cluster with the following settings:

Access Point for
Administering the Cluster: TSSRVW2K12CLUS

Cluster Mode: TSSRVW2K12A.techsol.lacal
Confimmation Node: TSSRWW2K12B.techsol.local

Creating New Cluster IP Address: 172.16.27.29

Summary

[v] Add all eligible storage to the cluster.
To continue, click Mext.

Figure 37 Confirmation

Note: By enabling the Add all eligible storage to the cluster checkbox, all storage that is presented to
both nodes of the cluster and formatted with NTFS will be added to the cluster available storage pool. In
a 2 Node cluster configuration if 2 (or more) drives are added to the cluster, the smallest capacity disk will
be configured automatically as the cluster quorum disk.

12. Once the cluster creation is completed, click Finish.

Summary

Before You Begin You have successfully completed the Create Cluster Wizard.
Select Servers A

Access Point for
Administering the

Cluster C I'eate CI u Ste r

Corfimmation
Creating New Cluster

Cluster: TSSRVW2K12CLUS

Node: TSSRVW2K12A.techsol.local
Node: TSSRVW2K12B.techsol.local
Quorum: Node Majority

IP Address: 172.16.27.29

Summary

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

v
View Report

Figure 38 Summary
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6 Adding disks to a cluster

Adding disks to the cluster is a simple process once the new volume has been created on the Dell
Compellent Storage Center and then mapped to each node of the cluster. Complete the following steps
from either node to add a new disk (or disks) to the cluster:

Note: For instructions on how to add Dell Compellent volumes to the cluster, please refer to section 5.1
of this document.

1. In Failover Cluster Manager, expand the cluster, expand Storage, and then click on Disks.
= Failover Cluster Manager = I:'-

File Acion View Help

- s
oo | Seare v1 | Disks -
Name Status  Assigned To Onrer Nods | Disk Number Capacty | 5 Add Disk
& KPRZCLUSTER Quonm (%) Online  Disk Witness in Quorum  TSSRV304 2 100GB | Move Available Storage »
& KP-RCLUSTER Data_Voll (&) Onine  Avaiable Storage TSSRVID4 1 100GB View »
i Networks |6 Refresh
Cluster Events B Hep
KP-R2CLUSTER Quorum =

fd Bring Online

i Take Offline

& Information Details...

Show Critical Events

More Actions »
[E] Properties

H Hep

<

v {%\" KP-R2CLUSTER_Guorum

lfolumes: (1)

KP-R2CLUSTER_Quorum (E)
W NTFS 422 MB free of 1,021 MB

Figure 39  Failover cluster manager

2. Inthe Actions pane, click Add Disk.
3. Select the disk or disks to add and then click OK. The disk(s) will be mounted and brought online.

Note: When adding multiple disks to the cluster (especially if they are the same size), it is a best practice
to add each disk individually to keep track of the Compellent LUN assigned to each cluster disk.

30 Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center



Select the disk or disks that you want to add.

Available disks:

Resource Name
¥ & Custer Diskc 1

Disk Info
Disk 3 on node TSSRV300

Capacity
100 GB

Signature/Id
439163294

Figure 40 Add disk to cluster

4. The newly added disk will be shown in Failover Cluster Manager.

File Action Help

LR

& Failover Cluster Manager
. i) KP-R2CLUSTER techsolloce
[ Roles
(5 Nodes
4 [} Storage
&5 Disks
B Pools
53 Networks
Cluster Events

Search 5 |[ Queries v [~

Name ~
& KP-RZCLUSTER Quenm
& KP-R2CLUSTER Data_Vol1
| 23 Cluster Disk 1

Status  Assigned To Owner Node | Disk Number | Capacty
(®) Online  Disk Witness in Quonm  TSSRV304 2 100GE
() Orline  Avaiable Storage TSSRV3M 1 100GE
(%) Orine _ Available Storage TSSRVIM 3 100GB

<

v %Dﬁal}iﬂ(I

folumes (1)

KP-RZCLUSTER Datz_Vaol ()
o
V7 NTFS 333G free ol 100068

<] M [[>

<[]

[>]

| Actions

& Add Disk

% Move Available Storage
View

Refresh

Help

% Bring Online

il Take Offline

5 Addto Cluster Shared Volumes
Information Details...

Show Critical Events

More Actions

o Remove

Properties

Help

Disks: Cluster Disk 1

Figure 41  Available cluster disks
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5. (Optional) Rename the cluster disk.
a. Right-click on the cluster disk to rename and select Properties.

General ‘ Dependencies I Policies | Advanced Policies I Shadow Copies |

5 Name: |C!uster Disk 1 |
Type: Physical Disk

Status: Online

Disk number:

Volume

SF

Lok J[ cameel ] sem |

Figure 42  Cluster disk properties
b. Change the name of the disk and click OK.

Note: For more efficient disk management, the cluster disk name should match the name that was set
when the volume was formatted.

General ‘ Dependencies I Policies | Advanced Policies I Shadow Copies |

5 Name:  [KP-R2CLUSTER_Data_Vol2 |
Type: Physical Disk
Status: Online

Disk number:

Volume Free Space
caF 95.5GE

Lok [ comesl [ ey |

Figure 43  Cluster disk properties name change
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c. The disk name change will be reflected in Failover Cluster Manager.

File Acion View Help

« = z[zm 8=

& Failover Cluster Manager

4 B} KP-R2CLUSTER.techsol.loc

[ Roles
(5 Nodes
4 |-} Storage
&5 Disks
B Pools
(55 Networks
Cluster Events

D
Search

| Queries w || | v

Name
&1 KP-R2CLUSTER _Guorum

Status

Assigned To
Onine  Disk Wiiness in Quonm  TSSRV304

Owner Node | Disk Number  Capacity

e  Data Online  Avaizble Storage

Actions

&1 KP-RZCLUSTER Data_Val1

Onine  Avaizble Storage

TSSRV34

< n

v ‘% KP-RICLUSTER_Data_Vol2

Wolumes (1)

KP-R2CLUSTER_Data_Vol1 (F)

7 NTFS 998 GBiree of 100.0GB

<] w >

Disks a

<& Add Disk

% Move Available Storage »
View »

|6 Refresh

Help

KP-R2CLUSTER Data_Vol2 a

@ Bring Online

4 Take Offline

5 Add to Cluster Shared Volumes

Information Details...

Show Critical Events

More Actions

% Remove

Properties

H Help

Disks: KP-R2CLUSTER Data_Vol2

Figure 44 Renamed disk In failover cluster manager

6.1
storage

Once a disk has been added to Available Storage in the cluster, it can be converted to a CSV. The process

for converting a disk to a CSV is as follows:

1. Open Failover Cluster Manager, expand Storage, select Disks, right-click the disk to convert and

select Add to Cluster Shared Volumes.

Creating a cluster shared volume (CSV) from available cluster

Disks (2)
| Queries v |kd v [\
Name Status Assigned To Owner Node = Disk Number = Capacity
&3 KP-HVCluster01_CSV (®) Online  Avail & 00GB
‘® | Bring Online
33 KP-HVCuster01_Quoum (&) Online  Disk \ o 1GB
{4 | Take Offline
|5 | Add to Cluster Shared Volumes
[% Information Details..
@ Show Critical Events
B | More Actions »
cx | Remove
[Z] | Properties

Assigned To column.

Figure 45 Disks in failover cluster manager

2. The conversion takes place immediately. The disk will now show as a Cluster Shared Volume in the
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Queries ¥ | ¥ | v

Search

MName Status Assigned To Cwner Mode  Disk Number  Capacity
2 KP-HVClusterd1_CSV {i} Online  Cluster Shared Volume TSSRV30D 2 100GB
&4 KP-HVClusterd1_Guorum .ii-:. Orline  Disk Witness in Quorum  TS5RV300 3 1GE

Figure 46 Newly created cluster shared volume
3. The newly created CSV is presented as a mount point in the C:\ClusterStorage directory on each node
of the cluster.
4 = Local Disk (C:)
4 0 ClusterStorage
I @l Volumel

Figure 47 Location Of newly created CSV

Note: When CSV mount points are created they are named sequentially as Volumel, Volume2, etc...
CSV mount points can be renamed for ease of management reasons. As a best practice, rename the CSV

mount point to match the associated cluster disk name.

2y Local Disk (C)
4 | ClusterStorage
b @g KP-HVClusterd1_CSV

Figure 48 Renamed CSV mount point

Note: CSV mount points should be renamed before cluster resources are configured to the
corresponding CSV. Renaming a CSV mount point with associated active cluster resources will cause the

resources to fail.

34 Configuring a Microsoft Windows Server 2012/R2 Failover Cluster with Storage Center



7/

/7.1

/711

35

Hyper-V guest clustering

Within Hyper-V, guests can be used to create a Failover Cluster. Guests to be clustered have the following
requirements:

e Windows Server 2008 R2 (Enterprise or Datacenter) or Windows Server 2012/R2 (Standard or
Datacenter) that is a domain member.

e Shared Dell Compellent storage via iSCSI, virtual Fibre Channel or shared virtual hard disks (VHDs)
(shared VHDs are supported with Server 2012 R2 only — see section 7.1 below).

e Two Ethernet ports (min. one for public and one for private connectivity).

e One static IP address for public network connectivity.

Note: For increased high availability, guest clustering can be configured in a clustered Hyper-V
environment. For detailed information on how to install, configure and administer Windows Server
2012/R2 Hyper-V clustering, please refer to the Dell Compellent Storage Center Best Practices for
Hyper-V Guide on Knowledge Center.

Shared virtual disks

Windows Server 2012 R2 adds support for shared virtual hard disks (in the .vhdx format). Shared .vhdx files
can be used for cluster data and quorum disks. In previous versions of Windows Server, shared disks for
guest clustering were only provided through virtual Fibre Channel or iSCSI to the guest. Please refer to the
Dell Compellent Storage Center Best Practices for Hyper-V guide on Knowledge Center for detailed
information on how to setup iSCSI or virtual Fibre Channel connectivity to Hyper-V guests.

Note: Due to the .vhdx requirement, only Windows Server 2012 and Windows Server 2012 R2 guests
support clustering with shared virtual disks.

Configuring Hyper-V guests to use shared virtual disks in failover cluster

Manager
In a clustered Hyper-V environment, the .vhdx file(s) to be used for guest clustering should reside on a
Cluster Shared Volume available to all nodes in the Hyper-V cluster.

In the following example Hyper-V guests reside in a clustered Hyper-V environment. In this configuration
guests are managed through Failover Cluster Manager. In a stand-alone Hyper-V environment guests are
managed through Hyper-V Manager.

Note: The following process must be performed on all guests that are to be used as cluster nodes.
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1. Within Failover Cluster Manager, select Roles, right click on the guest and select Settings.

& Failover Cluster Manager
4 &5 KP-R2CLUSTER techsol.locg Search
= Roles
3 Nodes Name Status Type
4 |} Storage , KP-R2GUEST1
33 Disks £ ; =] | Connect..
3. KP-R2GUEST2
& Pools 5. KP-RISHARE © | start
(53 Networks W © |save
{4] Cluster Events & KP-WINgT ® | shut Down
e KP-WIN812 ® |Tumor
27 | Settings... |

Figure 49

2. In guest settings, select SCSI Controller, verify Hard Drive is selected, and click Add.

Failover cluster manager

# Hardware

4’@_ Add Hardware

1% Firmware
Boot from File

virtual machine.

& SCSI Controller

“You can add hard drives to your SCSI controller or remove the SCSI contraller from the

Click Add to add a new hard drive to this SCSI controller,

il Memory
16334 MB Hard Drive
® [} Processor DVD Drive
2 Virtual processors

3 Controller
[# & Hard Drive
KP-R2GUEST 1.vhdx
4 DVD Drive
None

r a2 nhucical hard dicl- aftar

ira = hard driva tn uca 2 virhial hard dicl-

Figure 50 Guest settings

3. Specify the path to the .vhdx file to be used as a shared virtual disk, click Apply.

= Hard Drive

You can change how this virtual hard disk is attached to the virtual machine. If an
operating system is installed on this disk, changing the attachment might prevent the
virtual machine from starting.

Location:

] [40nuse) v

Controller:
SCSI Controller

Media

“You can compact, convert, expand, merge, reconnect or shrink a virtual hard disk
by editing the assodiated file. Spedify the full path to the file.

@® virtual hard disk:
|C:\Clusterstorage Wolume 1\Hyper -V \irtual Hard Disks\Cluster_Shared_Disk.vF]

o] [ ] [t ] [ |

O Physical hard disk:

[Disk 0 1.00 GB Bus 0 Lun 1 Target 0 |

@@ 1F the physical hard disk you want to use is not listed, make sure that the
disk is offiine. Use Disk Management on the physical computer to manage
physical hard disks.

To remove the virtual hard disk, dick Remove., This disconnects the disk but does not

delete the assodated file.

oK Cancel Apply

Figure 51  Virtual hard drive settings
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4. Select the newly added virtual hard drive, expand the selection by clicking the plus sign, and select
Advanced Features.

[=l & Hard Drive
Cluster_Shared_Disk, vhdx
Advanced Features

Figure 52 Advanced features

5. Check the box to Enable virtual hard disk sharing, click Apply.

Virtual hard disk sharing

Virtual hard disk sharing allows the virtual hard disk to be used as shared storage
by multiple virtual machines at the same time. This is typically useful in virtual
machine dustering scenarios. SCSI-persistent reservations are used to enable
virtual hard disk sharing.

Enable virtual hard disk sharing

/v Some virtual machine and virtual hard disk features will be disabled when this
setting is enabled. If you want to disable this setting, you must first shut
down all virtual machines that have been configured to use this shared virtual

hard disk.

| OK | | Cancel | | Apply |

Figure 53  Virtual hard disk sharing

6. Click OK to close guest settings.

For more information about deploying a guest cluster using shared virtual disks, please refer to Microsoft
TechNet.

/.2 Creating a guest cluster
Aside from setting up shared storage, the process to create a cluster using Hyper-V guests is the same as
setting up a cluster using physical servers. Please refer to Chapter 4 and Chapter 5 of this document for
details on how to install and configure Failover Clustering.
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High availability

In previous versions of Windows clustering, cluster groups contained the resource necessary to manage
failover and determined how failover was handled. In Windows Server 2008/R2 failover clustering, cluster
groups were referred to as “Services and Applications”. In Windows Server 2012/R2, highly available
services and applications are referred to as "Roles”. Examples of a highly available cluster role might be a
file server, DNS, or a virtual machine. It should be noted that in order to add a role to the cluster, that role
or feature must already be installed on each node of the cluster. For example, in order to add the File
Server role to the cluster, the File Server role must be installed from the Add Roles and Features Wizard on
each node of the cluster.

Note: Windows Server 2012 and 2012 R2 include many enhancements for clustering Hyper-V and virtual
machines. For detailed information on how to install, configure and administer Windows Server 2012 and
2012 R2 Hyper-V clustering, please refer to the Dell Compellent Storage Center Best Practices for Hyper -
V Guide on Knowledge Center.

Creating a high availability file server

Windows Server 2012/R2 offers two options for a clustered file server:

e File Server for general use
e Scale-Out File Server for application data

A File Server for general use provides a central location on the network for users to share files or for server
applications that open and close files frequently. This option supports both the Server Message Block
(SMB) and Network File System (NFS) protocols. It also supports Data Deduplication, File Server Resource
Manager, DFS Replication, and other File Services role services.

Note: A File Server for general use cannot use a Cluster Shared Volume (CSV) for storage.

A Scale-Out File Server for application data provides storage for server applications or virtual machines
that leave files open for extended periods of time. Scale-Out File Server client connections are distributed
across nodes in the cluster for better throughput. This option supports the SMB protocol. It does not
support the NFS protocol, DFS Replication, or File Server Resource Manager.

Note: A Scale-Out File Server requires the use of a Cluster Shared Volume (CSV).
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In this example, we'll use a disk that has been added to the cluster to create a High Availability File Server
for general use.

1. From Failover Cluster Manager, right-click the cluster name, and choose Configure Role.

Failover Cluster Manager

. Ro r Configure Role...
[ .§ No Validate Cluster...
b 4 Std  View Validation Report

4 3 Ne

? Add Node...

3 Close Connection
@] o | Reset Recent Events
| More Actions »

View

Figure 54 Configure role

2. Click Next on the Before You Begin dialog screen of the High Availability Wizard.

Before You Begn : mmml«.m Mter you successhully complete this wizard. £ a clustered
server fals while running the role, ancther clustered server automatically begins running the role (a
process known as fadover). F the role ksa¥ fals, t can be automatically restated, ether on the same
server or on another server in the cluster, depending on options that you specfy.

lmmm“uammanhuonumammm see that
wtation for about the comect way to install .

Figure 55 High availability wizard
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3. Select File Server from the list of available roles. Click Next.

Select the role that you want to configure for high avalabity:

4 DFS Namespace Server ~ | Descrption:
DHCP Server . AFile Server provides a central
-+ Distributed Transaction Coordinator (DTC) = lommmgummﬂu
He Server i .’..'h-’.d

use by users or by
Foc mors informet

Figure 56 Selectrole

4. Select File Server for general use. Click Next.

@ File Server Type

Before You Begin Select an option for a clustered file server:

Select Role (®) File Serverfor general use

File Server Type Use this option to provide a central location on your network for users to share files or for server

i i applications that open and close files frequenthy. This option supparts both the Server Message Block
Client Access Point (SMB) and MNetwork File System {NFS) protocaols. |t also supports Data Deduplication, File Senver
Select Storage Resource Manager, DFS Replication, and other File Services role services.

Corfirmation

Configure High ) Seale-Out File Server for application data

Availability Use this option to provide storage for server applications or vitual machines that leave files open for
5 extended periods of time. Scale-Out File Server client connections are distributed across nodes in the
ummary cluster for better throughput . This option supports the SMB protocol. It does not suppart the NFS
protocol, Data Deduplication, DFS Replication, or File Server Resource Manager.

More about clustered file server options

Figure 57  File server type
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5. Enter a name that clients will use to access the file server. Enter a unique IP address for the file server.
Click Next.

@ Client Access Point

Type the name that clierts will use when accessing this clustered role:

Name: FILECLUSTER |

o The NetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured
automatically. For each network to be used, make sure the network is selected, and then type an
Select Storage address.

Confimation
Configure High Networks Address

Availability 172.16.16.0/20

Summary

Figure 58 Client access point

6. Select an available storage volume to assign to the file server cluster. Click Next.

@ Select Storage

Before You Begin Select only the storage volumes that you wart to assign to this clustered role.
e You can assign additional storage to this clustered role after you complete this wizard.

File Server T
s Name Status

Client Access Point B & Cluster Disk 2 () Online
Select Storage Volume: (F) File System: NTFS 100 GE free of 100 GB
Corfirmation

Corfigure High
Awvailability

Summary

Figure 59 Select storage
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7. Confirm settings and click Next.

@&mﬁmﬂﬁm

Before You Begin
Select Role

File Server Type

Client Access Point

You are ready to configure high availability for a File Server

Storage: Cluster Disk 2

Metwork Name: FILECLUSTER
CN=Computers,DC=techsol, DC=local
IP Address: 172.16.27.35

Select Storage ou:

Corfirmation

Corfigure High
Awvailability

Summary

Figure 60 Confirm settings

8. Click Finish on the Summary screen.

@ Summary

Before You Begin
Select Role

High availability was successfully corfigured for the role

File Server Type
Client Access Point
Select Storage
Corfirmation

File Server

Configure High
Awvailability

Summary

Storage:
Network Name:
ou:

IP Address:

Cluster Disk 2
FILECLUSTER

CH=Computers,DC=techsol, DC=local

172.16.27.35

To view the report created by the wizard, click View Report.
To close this wizard, click Finish

W
View Report

Figure 61  Summary
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9. Once the file server role configuration has completed, the server, network access point and assigned
storage will be visible in Failover Cluster Manager.

Roles (1)
Mame Status Type Cwner Node
f,\_ FILECLUSTER @ Running File Server TSSRVW2K12A
< m
v % FILECLUSTER Preferred Owne:
Name Status Information
Server Name
% Name: FILECLUSTER @ Online
File Server
=, File Server (WFILECLUSTER) (®) Orline
Storage
= & Cluster Disk 2 (®) Orline
Cluster Data (F:)
= |
% NTFS 100 GB free of 100 GB

Figure 62 Roles window
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8.2 Provision a shared folder for the file server
Provisioning of shared folders on the cluster volumes that are contained in the file server cluster is
required to provide failover of these resources in the event of a node or service failure. Follow these steps
to provision a shared (SMB) folder in the file server cluster:

1. In Failover Cluster Manager, expand the cluster, click on Roles, right-click on the file server, and
choose Add File Share.

.Fua_lllover Cluster Manager Roles (1)
i) TSSRVW2K12CLUS techsol.local
@ Roles Search
b -:ﬂ godes Name Status Type
b Storage = = )
4 i:‘l Networks _—T-_', FILECLUSTER : 4] Buninina File Server
&3 Cluster Network 1 2
iﬂ Cluster Network 2 (@ | Stop Role
Cluster Events - - Add Eile Share
ﬁ Mowve =
v ;g) FILECL (%) | Change Startup Priority »
Name
Show Critical Events
[# 0% Name: FIL 3 Add Storage
File S ﬁ Add Resource 3
il' File Serve More Actions »
Storage x Remove
= &3 Cluster Dis |:| Properties

Figure 63 Context menu
2. The New Share Wizard appears. Select SMB Share — Advanced, and click Next.

Note: By choosing the Advanced option, enhanced configuration settings such as data classification and
quota management are available through the new share wizard. Also note that in order to select the
Advanced option, the File Server Resource Manager Role must be installed on both nodes of the cluster.
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Select the profile for this share

TN e

g « Qui This advanced profile offers additional options to
Share Location SMB Share - Quick L Sckeccas pecie St
{SMBShore-Advanced | <3
SMB Shace - Applications * Set the folder owners for access-denied
INFS Share - Quick assistance
NFS Share - Advanced ¢ Configure default classification of data in the
folder for management and access policies
* Enable quotas

[<peion | ()

Figure 64 New share wizard

3. Select the server and path for the share. Select Next when complete.

Select the server and path for this share
Select Profle Server:
Senver Mame Status Cluster Rle ey Miode

Share Name

1 This list displays servers only with File Server Resource Manager installed.

Share lacation:

(@) Select by yolume:
Viohatre Free Space  Capacity  File System
F 994 GE 100GE NTFS

The kocation of the file share will be a mew folder in the \Shares directory on the selected
volumne,

() Type & custom path:

| Browse.. |

[ e | [Come]

Figure 65 Select server path
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4. Enter a share name and click Next.

Specify share name

Select Profile Share name: Sharel

Share Location
Share description:

Other Settings

Local path to share:
F\Shares\Share1
O i the folder does not exist, the folder is created.

Remote path to share:
VWFILECLUSTER\Share1

[[<previous | [ mewt> | | creae || concel

Figure 66 Specify share name

5. Configure share settings. Click Next to continue.

Configure share settings

celect Profile Enable access based ent

Access-based enumeration displays only the files and folders that a user has permissions to
access. If a user does not have Read (or equivalent) permissions for a folder, Windows hides the
Share Name folder from the user’s view.

Share Location

Enable continuous availability

Permissions Continuous availability features track file operations on a highly available file share so that
clients can fail over to another node of the cluster without interruption.

Learn more about Services for Continuously Available File Shares
Allow caching of share
Caching makes the contents of the share available to offline users. If the BranchCache for
Network Files role service is installed, you can enable BranchCache on the share,
[] Enable BranchCachs on the file share

BranchCache enables computers in 2 branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branch.

Learn more about configuring SMB cache settings

[ Encrypt data access

When enabled, remote file access to this share will be encrypted. This secures the data against
unauthorized access while the data is transferred to and from the share. If this box is checked
and grayed cut, an administrator has turned on encryption for the entire server.

[[<previous | [ mewt> | | creae || concel

Figure 67 Configure share settings
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6. Specify share permissions for SMB-based access to the folder. Click Next.

Specify permissions to control access

Selact Profile

Permissions to access the files on a share are set using a combination of folder permissions, share
Share Location permissions, and, optionally, a central access policy.
Share Name Share permissions: Everyone Full Control
Other Settings Eolder permissions:

Type Principal Access Applies To
Management Properties [ Allow  BUILTIN\Users Special This folder and subfolders
Allow BUILTIN'Users

Allow CREATOR OWNER

Read & execute

This folder, subfolders, and files

Full Cantral Subfolders and files only
Allow NT AUTHCRITYWSYSTEM  Full Control This folder, subfolders, and files
Allow BUILTINYAdministrators  Full Control This folder, subfolders, and files
Allow BUILTIN'Administrators  Full Centrol This folder only
[[<previous | [ mewt> | | creae || concel

Figure 68 Specify permissions

7.

(Optional) select the type of data that will be stored on the share

when denied users request access to the folder. Click Next.

Specify folder management properties

[ Application Files
[] Backup and Archival Files

Confirmation

shareadmin@compellent.com

The Folder Usage property specifies the purpose of the folder and the type of files stored in it, and

Select Profile
Share Location is used by data management policies such as dlassification rules.
Select the Folder Usage value for this folder:
Share Name
/| User Fil
Other Settings sertiles
L [[] Group Files
Permissions

The Folder Qwner Email property specifies the distribution list or email addresses that are
contacted when users request assistance after being denied access to the folder.

Specify the Folder Owner Email addresses (separated by semicolons);

[ <previous | [ Next> |

| Create H Cancel

Figure 69

Folder management properties

. Enter an email address to be notified
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8. |If desired, apply a quota to the share. Click Next to continue.

Apply a quota to a folder or volume

Select Profile @i Do not apply 2 quota
Share Location ) Apply 2 quota based on the template:
Share Mame 100 MB Limit
Other Settings 200 ME Limit Reports to User

o Monitor 200 GB Volume Usage
Fermissens Meritor 500 M8 Share
hanagement Properties 200 ME Limit with 50 MB Extension

250 MB Extended Limit

Confirmation

Summary of template:

Learn more about creating or modifying a template

[[<previous | [ mewt> | | creae || concel

Figure 70  Apply quota

9. Confirm selections and click Create to add the share to the clustered file server.

Confirm selections
Select Profile Confirm that the following are the correct settings, and then click Create
Share Location
SHARE LOCATION
SkaisName Server: FILECLUSTER
Other Settings Cluster role: File Server
Permissions Local path: F\Shares\Sharel
Management Properties SHARE PROPERTIES
Quota Share name: Sharel
Protocol: SME
Access-based enumeration: Enabled
Caching: Enabled
BranchCache: Disabled
Encrypt data: Disabled
Continuous availability: Enabled
MANAGEMENT PROPERTIES
Folder usage: User Files
Folder owner email: shareadmin@compellent.com
Quota template: None applied
[<previous | | news> | [ greate || concel

Figure 71  Confirm selections
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10. Review the share creation results. Click Close to exit.

View results

The share was successfully created.

Task Progress Status

Create SME share I (ompleted
Set SME permissions I Completed
Set folder usage I Completed
Set folder owner email I Completed

<previous || mext> | [ close || cancel

Figure 72 View results

11. The new share is visible in the Shares Tab in the Roles window of File Server Manager.

Roles (1)
| Queries ¥ [id | (v
MName Status Type Cwner Node Priority Irformation
2 FILECLUSTER (#) Running File Server TSSRVW2K1ZA  Medum
<| ] | >
- z) FILECLUSTER Preferred Owners:  Any node
MName Path Protocal Cortinuous Availability Remarks
4 Fs F SME No Cluster Defautt Share
- Share1 F:\Shares"Share 1 SME Yes
<| [ >
Summary I Rezources | Shares

Figure 73  Roles window
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9.1

Administrative tasks

Testing failover/moving roles

While pulling the power on one of the nodes can be done to test the failover capabilities, Failover Cluster
Manager can also be used to move a Role from one node to another.

To move a configured Role to another node:

1. From Failover Cluster Manager, expand the cluster and highlight Roles. In the Roles window, right-
click the Role to failover and then choose Move, then Select Node.

.ﬁ Failover Cluster Manager
4 B TSSRVW2K12CLUS techsol.|
% Roles
4 5 Nodes
3 TssRvwaKi2A
3 TSSRVW2K12B
4 E Storage
2 Disks
g Pools
[ :iﬂ Metworks
Cluster Events

Roles (1)

Search £ 1| Que

Name Status Type Owner Node Priority

2, FILECLUSTER 5 | start Role TSSRVW2K12A Mediu

Q:ﬁ Stop Role
|B | Add File Share

< |—|@ Move » @ Best Possible Node

'ﬂ @ N Select Node...

®

Change Startup Priority

o

Figure 74 Move context menu

2. Select the node to move the Role to and click OK.

Select the destination node for moving 'FILECLUSTER' from

‘TSSRVW2ZK12A',
Look for:

B Search
Cluster nodes:

Name Status

o Tssrvwzk12e ® up

Figure 75 Move clustered role window
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9.2

9.3

51

3. The Role will move to the other node. Verify the owner node in the Roles window.

Search
Mame Status Type Chwner Mode
T, FILECLUSTER (*) Running File Server TSSRVW2K12B

Figure 76  Verify owner node

Cluster-Aware updating

Included in Windows Server 2012/R2, Cluster-Aware Updating (CAU) is an automated feature that allows
update clustered servers with little or no loss in availability during the update process. During an Updating
Run, CAU transparently performs the following tasks:

e Puts each node of the cluster into node maintenance mode
e Moves the clustered roles off the node

o Installs the updates and any dependent updates

o Performs a restart if necessary

e Brings the node out of maintenance mode

e Restores the clustered roles on the node

e Moves to update the next node

CAU is a powerful feature that can be scheduled on regular, daily, weekly, or monthly intervals.

Windows PowerShell

As with previous versions of Windows Server, Windows Server 2012/R2 includes Failover Cluster Cmdlets
to allow for the installation, configuration and administration of failover clustering from within PowerShell.
For a complete listing of all available Failover Clustering Cmdlets, please refer to Microsoft TechNet.

Dell Compellent offers the Storage Center Command Set version 7.0 for Windows PowerShell. Available
on Knowledge Center, this free download contains 99 Cmdlets for streamlining SAN management,
including administration, snapshot schedules and data recovery. Complete instructions for installing and
using the Storage Center Command Set are found in the Administrator’'s Guide, included with the
Command Set download.
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http://technet.microsoft.com/en-us/library/hh847239.aspx
http://kc.compellent.com/

A Additional resources

Support.dell.com is focused on meeting your needs with proven services and support.

DellTechCenter.com is an IT Community where you can connect with Dell Customers and Dell employees
for the purpose of sharing knowledge, best practices, and information about Dell products and
installations.

Referenced or Recommended Dell Compellent publications on Knowledge Center:
http://kc.compellent.com

o Dell Compellent Storage Center Windows Server 2012 Best Practices Guide

o Dell Compellent Storage Center Microsoft Multipath IO (MPIO) Best Practices Guide
e Dell Compellent Storage Center Best Practices for Hyper-V

e Dell Compellent Storage Center Virtual Fibre Channel for Hyper-V 2012 Demo Video

Referenced or recommended Microsoft publications:

¢ What's New in Failover Clustering in Windows Server 2012
http://technet.microsoft.com/en-us/library/hh831414.aspx

¢ What's New in Failover Clustering in Windows Server 2012 R2
http://technet.microsoft.com/en-us/library/dn265972.aspx

o Configure and Manage the Quorum in a Windows Server 2012 Failover Cluster
http://technet.microsoft.com/en-us/library/jj612870.aspx

e NIC Teaming Overview
http://technet.microsoft.com/en-us/library/hh831648.aspx

o Deploy a Guest Cluster Using a Shared Virtual Disk
http://technet.microsoft.com/en-us/library/dn265980.aspx

e Failover Clusters Cmdlets in Windows PowerShell
http://technet.microsoft.com/en-us/library/hh847239.aspx
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