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Introduction

This guide provides instructions on how to configure the Dell™ PowerEdge™ VRTX chassis with
Microsoft® Windows Server® 2012 in a supported failover cluster environment. These instructions
cover configuration and installation information for:

Chassis-shared storage and networking
Failover clustering

Hyper-V

Cluster Shared Volumes (CSV)
Specialized requirements for Windows Server 2012 to function correctly with the VRTX chassis

Requirements

Table 1, 0, and Table 3 list the software requirements hardware requirements, and networking
requirements for proper configuration of the VRTX chassis, server node(s), and operating system (OS)..

Table 1.  Software requirements
Software Use Location
Current Required for shared disk connectivity. http://support.dell.com
SPERCS8
Driver
Current Required for optimal operating system http://www.dell.com/support/troublesho

M620 Drivers

performance.

oting/us/en/555/Product/poweredge-
m620

Current
M520 Drivers

Required for optimal operating system
performance.

http://www.dell.com/support/troublesho
oting/us/en/555/Product/poweredge-
m520

Administrator

Used for all Microsoft Windows

Contact your local system administrator.

password installation methods.

DHCP Server  Server Network Interface Card network Contact your local system administrator.
or Static IP connectivity.

addresses

Operating Required for operating system OEM availability with purchase or self-
System installation. provided.

media

VRTX Required for optimal system and http://support.dell.com

Firmware operating system performance.
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Table 2. Hardware requirements

Hardware

Ethernet Network cable for the chassis CMC
Ethernet Network cables for each of the blade NICs

Table 3.  Cluster requirements

Cluster name Cluster resource

DHCP Server or Static IP addresses Cluster IP Resource, Cluster Heartbeat Resource

SPERCS8 Shared Disk Quorum Shared Disk Resource, Cluster Shared
Volume Resource

Active Directory Domain Membership Active Directory Domain Controller

Domain Administrator Account Active Directory membership

Note: Update all firmware for the Chassis Management Controller (CMC),
mainboard, iDRAC7, I/O module, Shared PERCS8, expander, and physical
disks before completing any additional steps.
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Chassis setup

This section provides information on proper chassis location, as well as instructions on setting up the
chassis using the LCD display and cabling the CMC and VRTX IOM network modules. This information
includes the port mappings for the VRTX I/O Module (IOM) pass-through module to their
corresponding blade slots and VRTX IOM switch module port listings.

Chassis placement and CMC cabling

1. Place the chassis in an appropriate location with proper ventilation, and access to the rear of

the chassis and the appropriate electrical receptacles.
2. Verify all power supplies are properly installed in the chassis and plugged into an appropriate

electrical source.
3. Connect an Ethernet cable to the top CMC port on the rear of the chassis. The port is located

just above the serial port as shown in Figure 1.

Figure 1. CMC and serial ports

4. Insert server node(s) into the slots provided in the chassis.

LCD chassis setup and configuration

1. Press the power button on the front of the chassis just above the KVM and USB ports to
power the chassis on.

2. Press the round center button on the top of the front of the chassis for the LCD display.

3. Follow the prompts to configure the LCD display for the appropriate language and IP
configuration for the chassis. This will include either a DHCP provided IP address for the CMC
and blade iDRACs, or you can specify a static IP for each. Make note of the IP address given to
the CMC, which is needed for the next configuration section.
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|/O module network cabling and mappings

Configure your chassis networking; for a VRTX IOM pass-through module, use Step 1, or if you are
using the VRTX IOM switching I/O module, use Step 2.

1. VRTXIOM pass-through module: Connect an Ethernet cable to each port associated with the
server node(s) installed in the system. Refer to Table 1 for port mapping relationships, and
Figure 2 for port locations and mappings.

Table 4.  VRTX IOM pass-through IOM port to slot mappings

Port Number Associated Slot

Port 1 Slot 1
Port 2 Slot 1
Port 3 Slot 2
Port 4 Slot 2
Port 5 Slot 3
Port 6 Slot 3
Port7 Slot 4
Port 8 Slot 4

Figure 2.  VRTX IOM pass-through module port locations and associated slot mappings

SLOT1
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2. VRTX IOM switch module: Connect at least one Ethernet cable to the I/O module. Refer to
Figure 3 for more details on the external port listings.

Note: For additional port listings or switch configuration refer to the 1/O
module Getting Started Guide and the I/O module GUI available by selecting
Launch I/O Module GUI from the 1/O Module Overview submenu.

Figure 3.  VRTX IOM switch module external port listing
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Windows installation and configuration on VRTX
supported server node(s)

This section provides an overview of the OS installation process using bootable optical media.
Following the OS installation instructions are steps for configuring the OS roles and features. Steps are
provided for the SPERC driver installation and required registry entries. Steps are also provided for
validation and creation of failover clustering. Microsoft Windows Server 2008 R2 and 2012 are both
supported failover clustering platforms on the VRTX chassis.

For a detailed description of the installation of the OS using the Dell Systems Management Tools and
Documentation or your own OS media, refer to the Microsoft Windows Server 2012 For Dell
PowerEdge Systems Installation Instructions and Important Information guide on
Dell.com/Support/Manuals.

Basic OS installation steps

1. Configure the system to boot from optical media.

2. Insert the bootable Microsoft Windows Server 2012 installation disk into the optical drive in
the chassis or USB port on the blade server.

3. Insert the USB device with the OS drivers located in the $WinPEdriver$ folder For A-rev,
shouldn't we tell them to use LC?

4. Power on the blade server.

5. Follow the prompts to boot from optical media, and the prompts to install the OS on the local
disk located in the blade.

6. Enter the product key if required.

Follow the prompts to complete the Windows Server installation.

8. Enter the administrator password and login in Windows Server.

~

Role configuration and feature enablement

This section provides instructions for enabling the Hyper-V role and failover cluster feature
enablement in Windows Server. These steps for role configuration and feature enablement can be
combined to eliminate the need for two separate operations.

Note: These roles and features must be enabled on every server node(s)
that will be configured as part of the failover cluster.
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Role and feature configuration steps

1. Open Server Manager.
2. Select Add roles and features from the Manage menu to start the Add Roles and Features
Wizard.

Server Manager

Server Manager * Dashboard D I Menage oo view

Add Roles and Features

Remove Roles and Features

B8 Dashboard WELCOME TO SERVER MANAGER
= Add Servers

=
B Local Server

Create Server Group

ii All Servers . . =
- _ o Configure this local server Server Manager Properties
WE File and Storage Services [ =
QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW =
4 Create a server group
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles: 1 | Servergroups:1 | Servers total: 1
=m File and Storage - B
[} . 9 1 B Local Server 1
Services
@ Manageability @ Manageability
Events Events
Performance Services
BPA results Performance
BPA results
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3. Select Next on the Before you begin screen.

=] Add Roles and Features Wizard =N 1T

DESTINATION SERVER

Before you begin VAT oselab loca

This wizard helps you install roles, role services, or features. You determine which roles, role services, or
features to install based on the computing needs of your organization, such as sharing documents, or
Installation Type hosting a website.

Server Selection

To remove roles, role services, or features:
Start the Remove Roles and Features Wizard

Before you continue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Metwork settings, such as static IP addresses, are configured
* The most current security updates from Windows Update are installed

If you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Mext.

[] Skip this page by default

| < Previous || MNext = | | Install || Cancel ‘

4. On the Select installation type screen, select the Role-based or feature-based installation
radio button, then select Next.

DESTIMATION SERVER

Select installation type VAT N1 oselab oca

Select the installation type. You can install roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

Before ‘You Begin

® Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

Server Selection

() Remote Desktop Services install.
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

< Previous | | Next = | | Install | | Cancel
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5. Select the local server from the Server Pool list on the Select destination server screen.
6. Click Next.

DESTIMATIOM SERVER

Select destination server e rer

Before You Begin Select a server or a virtual hard disk on which to install roles and features.

Installation Type (®) Select a server from the server pool

() Select a virtual hard disk

Server Roles Server Pool
Features
Filter: |
Name IP Address Operating System

VRTX-N1.oselab.local .35.157.€ Microsoft Windows Server 2012 Datacenter

1 Computer(s) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

| < Previous | | Next > | | Install | | Cancel

7. On the Select server roles screen, select the checkbox next to Hyper-V.
8. Click Next.

DESTIMATION SERVER
Select server roles VRN cselab docal
Before You Begin Select one or more roles to install on the selected server.
Installation Type Roles Description
Server Selection . i i
[] Active Directory Certificate Services ke AR I BRI e
i . i ) you can use to create and manage
[ Active Directory Domain Services virtual machines and their resources.
Features [] Active Directory Federation Services Each virtual machine is a virtualized
. . ) ) . - computer system that operates in an
Active Directory Lightweight Directory 5
O !VE ?re oy |-g =9 recteny EI’_\"ICE‘S isolated execution environment. This
[] Active Directory Rights Management Services allows you to run multiple operating
[] Application Server systems simultaneously.
[] DHCP Server =
[] DNS Server
[] Fax Server
b [® File And Storage Services (Installed)
O
[] Metwork Policy and Access Services L |
[ Print and Document Services
[] Remote Access
[] Remote Desktop Services —]
v
<Previous | [ Nest> | | nstal | [ Cancel
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9. Verify the Include management tools (if applicable) checkbox is checked on the Add features
that are required for Hyper-V screen.

10. Click Add Features.

R

Add Roles and Features Wizard -8 X
_ DESTIMATION SERVER
Select server ro = VRTX-N1.osslzb.ocal
X
Add features that are required for Hyper-V?
‘Dﬂ
The followw_wg tocls are required to manage this feature, but do not provides the services that
have to be installed on the same server.
5 las use to create and manage
4 Remote Server Administration Tools achines and thelr resources.

ual machine is a virtualized

er system that operates in an
4  Hyper-V Management Tools execution environment. This

4 Role Administration Tools

[Tools] Hyper-V Module for Windows PowerShell pu to run multiple operating

simultanecusly.
[Tools] Hyper-V GUI Management Tools

Include management tocls (if applicable)

< Previous | | Mext > | | Install | ‘ Cancel
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11. On the Select features screen, select the checkbox next to Failover Clustering.

12. Click Next.
DESTIMATIOM SERVER
Select features VAT oselablocal
Before You Begin Select one or more features to install on the selected server,
Installation Type Features Description
Server selection - - :
b [ .NET Eramework 3.5 Eeatures | Failover Clustering allows multlp!e
o servers to work together to provide
Server Roles -
b [m] MET Framewark 4.5 Features (Installed) high availability of server roles.

i [] Background Intelligent Transfer Service (BITS) = Failover Clustering is often used for
. . . File Services, virtual machines

BitLocker Drive E i § i

L] Bitlocker Drive Encryption L | database applications, and mail

[ BitLocker Network Unlock applications.

[] BranchCache

[] Client for NFS

[] Data Center Bridging

[] Enhanced Storage

llFailover Clusterin

[] Group Policy Management

(] Ink and Handwriting Services

[] Internet Printing Client

[] IF Address Ma nagement (IPAM) Server

— W

<| 1 | |>|_

< Previous ‘ | Mext = | | Install ‘ | Cancel
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13. Verify the Include management tools (if applicable) checkbox is checked on the Add features
that are required for Hyper-V screen.
14. Click Add Features.

B Add Roles and Features Wizard = B =

DESTIMATION SERVER
VETX-M1.0selab bocal

X

Select features

Add features that are required for Failover Clustering?
‘Dﬂ
The following tools are required to manage this feature, but do not

N Clustering allows multiple
have to be installed on the same server. J P

lo work together to provide
ilability of server roles.
Clustering is often used for
4  Feature Administration Tools ices, virtual machines,
4 Failover Clustering Tools e applications, and mail
[Tools] Failover Cluster Management Tools

[Tools] Failover Cluster Maodule for Windows PowerShe

Features 4 Remote Server Administration Tools

[ <] "

Include management tools (if applicable)

Add Features

< Previous | | Mext = | | Install | ‘ Cancel
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15. Check the checkbox labeled Restart the destination server automatically if required.
16. Click Install to complete the installation of the Hyper-V role.

e Add Roles and Features Wizard -0
b . . DESTIMATION SERVER
Confirm installation selections VRTX-N1.oselzbocal
Before You Begin To install the following roles, role services, or features on selected server, click Install.
Installation Type Restart the destination server automatically if required
Server Selection Optional features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want to install these optional features, click Previous to clear

server foles their check boxes.

Featurss

Confirmation

i If a restart is required, this server restarts automatically, without

additional notifications, Do you want te allow autornatic restarts?

Export configuration settings
Specify an alternate source path

<Previous || Next> | | nstall || Cancel
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Required reqistry entries

The following registry entries are required on each node of the cluster to enable them to see the
drives on the shared PERCS.

Table 5. Registry entries

Location Entry Property Value

type
HKLM\SYSTEM\CurrentControlSet\Services\ClusDisk\Parameters DWORD AllowBusTypeRAID  0X01

1. Open the registry using the run prompt.

2. Type REGEDIT and press Enter.
3. Navigate to
HKey Local Machine\SYSTEM\CurrentControlSet\Services\ClusDisk\Parameters.
4. Right-click in the right pane and from the context menu select New > DWORD (32bit) Value.
5. Type AllowBusTypeRAID in the Name field and press Enter.
6. Right-click the new entry and select Modify.
7. In the Value Data field, type 1 and press Enter.
8. Close the REGEDIT window.

For additional information regarding this registry change, refer to Microsoft KB 2839292, or find it
here.
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Storage configuration

This section describes the process for creating virtual disks available through the shared PERCS8, and
assigning the disks to the corresponding server node(s). These are the shared disks used in the
installation of failover clustering. Virtual disks are required for the operating system to pass the
validation steps of the cluster creation steps in the Cluster validation and creation section of this guide.

Creating virtual disks

This example creates two disks for cluster use, meeting the minimum of two virtual disks required to
create a Hyper-V cluster. One disk is used for the cluster-shared disk quorum and the second disk is
used as the Cluster Shared Volume (CSV) in the Hyper-V cluster configuration (see the section titled:
Creating a virtual disk for CSV use). This guide creates a single RAID 1 virtual disk for the cluster-shared
quorum drive and a single RAID 10 virtual disk for the CSV; however you may use the RAID level
appropriate for your environment.

Creating a virtual disk for quorum use

1. Expand Chassis Overview > Storage on the Chassis Management Controller web interface.
2. Select the Storage submenu.

CMC-PLST121 Properties Setup Troubleshooting Update
PowerEdge VRTX
root, Administrator Status Topology
B Chassis Overview . — 2
Chassis Controller Storag € OVerweW - c
Server Overview
B Jump to: Summary | Controllers | Recently Logged Storage Events
EN sLOT-01
2
El sLoT-03 Summary  Backtotop
4
B VO Module Overview Physical Disks Overview Summary of Disks
H Gigabit Ethernet } Number of Disks per State Controllers
PCle Overview ‘
1 Physical Disks

Virtual Disks -

Global Hotspares ...

(=TI =

Dedicated Hotspares ...

8 3
Front Panel
Storage Capacity Reserved for Virtual Disks
Fans 2
Power Supplies
Temperature Sensors 1
Storage Used Capacity: 1.63TB ( 100%) / 1.63TB
Controllers 0 Does nof indicate actual storage utiiized
Physical Disks Online Ready Failed Foreign Blocked Offline
Virtual Disks
Enclosures
Controllers 4 Backto top
Status SPERC Slot Name Rollup Status Firmware Version
[V} 1 Shared PERC8 OK 23.8.2-0005
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3. Select Controllers under Storage and verify that the property labeled Rollup Status listed has

the value OK.

CMC-PLST121
PowerEdge VRTX
root, Administrator

B Chassis Overview
Chassis Controller
B Server Overview
EB sLoT-01
2
El sLoT-03
4
B /O Module Overview
I} Gigabit Ethernet
PCle Overview

8
Front Panel
Fans

Power Supplies
Temperature Sensors

Storage
Controllers
Physical Disks
Virtual Disks
Enclosures

Controllers
Properties Setup Troubleshooting
Controllers
Controllers
Status Name Rollup Status
= Advanced Properties

Status [V}
Name Shared PERCS
Rollup Status OK
SPERC Slot 1
Firmware Version 23.8.2-0005
High Availability Mode None
Cache Memory Size 1024MB
SAS Address 590B11C009E04900
Capable Speeds 6.0GB/s, 3.0GB/s & 1.5GB/s

Patrol Read Mode Automatic

View Physical Disks for this Controller
View Virtual Disks for this Controller

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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Patrol Read State

Check Consistency Mode
Check Consistency Rate
Copy Back Mode

BGI Rate

Rebuild Rate

Preserved Cache

Baftery Status

Baftery State

19

Stopped
Normal
30%

On

30%

30%

Not Present
i

Ready

= C 7?7

a Backto top



4. Select Physical Disks and verify that all physical disks are accounted for in the chassis shared
disk enclosure, and that each disk has a State of either Online or Ready.

CMC-PLST121 Physical Disks
PowerEdge VRTX
root, Administrator Properties Setup

B Chassis Overview

. . _— 2
Chassis Controller PhySICal DISkS - c
B - Server Overview
Jump to: Physical Disk Filter | Physical Disks
EN sLoT-01
2
[l sLOT-03 Basic Physical Disk Filter 4 Backtotop
4
B VO Module Overview Options:  » Advanced Filter
Gigabit Ethernet
PCle Overview Group by All
Cancel | Apply
Physical Disks 4 Backtotop
Status Name State Slot Number Capacity Media Type Hotspare
8 + [ V] Physical Disk 0:0:0  Online 0 278.88GB HDD No
Front Panel + (V] Physical Disk0:0-1  Online 1 278.88G8 HDD No
Fans
Power Supplies + d Physical Disk 0:0:2  Online 2 278.88GB HDD No
Temperature Sensors + d Physical Disk 0:0:3  Online &y 278.88GB HDD No
Storage + V'] Physical Disk 0:0:4  Online 4 278.88GB HDD No
Controllers
0 [V} Physical Disk 0:0:5  Online 5 278.88GB HDD No

Physical Disks
Virtual Disks
Enclosures
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5. Select Virtual Disks, and select Create from the top menu.

CMC-PLST121 Virtual Disks
PowerEdge VRTX
root, Administrator Properties Create Assign Manage

B Chassis Overview Virtual Disks

Chassis Controller
B Server Overview

EN sLoT-01 Information

2
E sLoT-03
4
B /O Module Overview
I} Gigabit Ethernet
PCle Overview
1

o Virtual Disks are not created. To start this process, click Create Virtual Disks

8

Front Panel

Fans

Power Supplies

Temperature Sensors
Storage
Controllers

Physical Disks
Virtual Disks
Enclosures

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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6. On the Create Virtual Disk page, enter QUORUM in the Name field.

7. Select RAID 1 from the RAID Level drop-down menu. Be sure to check the capacity limits as
listed in the Select Physical Disks table. Leave the default values for all properties.

8. Select Physical Disk 0:0:0 and Physical Disk 0:0:1 from the Internal Disks table by checking
the associated check box.

9. Click Create Virtual Disk.

CMC-PLST121 Virtual Disks
PowerEdge VRTX P— et e .
root, Administrator oparties reate ssign nage
B Chassis Overview : . -
: Create Virtual Disk = C 7
Chassis Controller
Server Overview
L Jumpto: Settings | Select Physical Disks
EN sLor-o1
2
El sLot03 Settings a Backtotop
4
B rOModule Overview
A Gigabit Bhernet
BCle Overview Hame [ouoru |
Controller [shared PERCS Read Policy [Adaptive Read Anead
RAD Level [RaiD0 Wiite Poicy [Wrte Back
Media Type oD Disk Cache Policy [Defaut
Siripe Bement Size [perE
Capacity 55775 GB} Number of Spans E hd
See below for.
Front Panel
Fans Select Physical Disks a Backto top
Power Supplics
Temperature Sensors Physical Disks
Storage « The avalable Virlual Disk setfings are imited to match the System Configuration
Controllers + RAID 10, 50 & 60 Make sure to select specific sets of physical disks for the required configurations.
Physical Disks + Number of Physical Disks - Minimum Required - [ 1] Maximum Alowed - [ 32] Currently Selected: [ 2]
Virtual Disks » Capacity of Virtual Disk - Mnimum Amount - [ 100.00MB ] waximum Amount: [ 557.75GB] chosen Amount: [ 557.75GB]
Enclosures + The Number of Spans can only be adjusted for RAID 10, 50 & 60 afler selecting physical disks
+ A Red Diamond icon highlights the physical disks that are aready supporting one or more virtual disks. ¢
+ Use crealed Virtual Disks by assigning to servers. To start this process, cick Assign Virtual Disks
Internal Disks
Select Status MName Available Capacity Media Type
[V] Physical Disk 0:0:0 275 86G8 HDD
V] Physical Disk 0:0:1 275 88G8 HDD
| V] Physical Disk 0:0:2 275.85G8 HDD
O [V] Physical Disk 0:0:3 275 88G8 HDD
O V] Physical Disk 0:0:4 275 86G8 HDD
O V] Physical Disk 0:0:5 275 85GE HDD

(IR CERE  Create Virtual Disk

10. Click OK on the message stating “Operation Successful.”
11. The Quorum virtual disk setup is complete.
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Creating a virtual disk for CSV use

1. Select Create from the top menu.
2. On the Create Virtual Disk page, enter CSV in the Name field.
3. Select RAID 10 from the RAID Level drop-down menu. Be sure to check the capacity limits

listed in the Select Physical Disks table. Leave the default values for all properties.

4. Select Physical Disk 0:0:2, Physical Disk 0:0:3, Physical Disk 0:0:4, Physical Disk 0:0:5 from
the Internal Disks table by checking the associated check box.
5. Click Create Virtual Disk.

CMC-PLSTI21
PowerEdge VRTX
root, Administrator

B Chassis Overview
Chassis Controller
B Server Overview
KB sLoro1
2
H sLor03
1
B vOModule Overview
A Gigabit Bhernet
PCle Overview

Front Panel

Fans

Power Supplies

Temperature Sensors

B storage

Controllers
Physical Disks
Virtual Disks
Enclosures

Virtual Disks

Properfies  Create  Assign  Manage

Create Virtual Disk

Jumpto: Seftings | Select Physical Disks

Settings
Name [esv |
Gantroller [Shared PERCS
RAD Level [Ra 70
Media Type [HoD
Stripe Bement Size [64KB
557.75 GB ]

Capacity

See below for capasily fmits

Select Physical Disks

Physical Disks
The available Virual Disk settings are limited to maich the System Configuration

RAID 10, 50 & 60 Make sure fo select specific sets of physical disks for the required configurations.

Murrber of Physical Disks - Minimum Required - [ 4] MaximumAllowed: [ 256 ] Currently Selected: [ 4]

The Number of Spans can only be adjusted for RAID 10, 50 & 60 after selecting physical disks
A Red Diamond icon highlights the physical disks that are alrsady supporting one or more virtual disks. 4
Use created Virtual Disks by assigning to servers. To start this process, click Assign Virtual Disks

Internal Disks
Selsct Status Name
[¥] Physical Disk 0:0:2
V] Physical Disk 0:0:3
[V} Physical Disk 0-0:4
[¥] Physical Disk 0:0:5

6. Click OK on the message stating “Operation Successful.”
7. The Cluster Shared Volume virtual disk setup is complete.

Read Policy
Wirite Policy
Disk Cache Policy

Number of Spans

Capacily of Virtual Disk - Mnimum Amount: [ 100.00MB ] Maximum Amount : [ 557.75GB] chosen amount: [ 557.75GB]

Available Capacity
275.35G8
275.85G8
275 86G8

278.88GB
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Media Type
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Setting assignment mode

Virtual disks can be assigned from one server slot to another by mapping the virtual adapter. For the
example used in this gquide, the assignment mode should be set to Multiple Assignment. By default,
virtual disks are set to Single Assignment.

1. Select Storage on the left pane.

2. Select Setup from the top menu.

3. After the page populates, scroll to the bottom of the page and select the Multiple Assignment
radio button.

4. Click Apply.

IMPORTANT!: Multiple assignments should only be used with Microsoft
Failover Clustering scenarios. Do not use this mode unless the servers
have Cluster Services installed on them. Use of this mode without Cluster
Services may lead to corrupted or lost data. Verify the disks are offline on
all servers before beginning the cluster installation procedure.

CMC-PLST121 Properties Setup Troubleshooting Update
PowerEdge VRTX
root, Administrator Virtualization
B Chassis Overview Storage Virtualization = C ?
Chassis Controller
B Server Overview Jump to: Mapping: Virtual Adapters to Server Slots | Assignment Mode: Virtual Disks to Virtual Adapters
SLOT01
2 Mapping: Virtual Adapters to Server Slots 4 Back to top
SLOT-03
4 Instructions
B 110 Module Overview
I3 Gigabit Fthemet « Vinual disks can be assigned from one server slot to another by mapping the virtual adapter.
B PCle Overview & [fasemeris present in a server slot, any virtual adapter mapping changes can be performed only if the server is tumed off - Server Power Control
& Only one virtual adapter can be mapped to a server slot
« A mapped irtual adapter must be unmapped before it can be mapped to another server slot
SPERC 8: 4 outof 4 Virtual Adapters Mapped
Virtual Adapter Senver Slot Mapping Action
Virtual Adapter 1 SLOT-01 [Action
Front Panel Virtual Adapter 2 SLOT-02 |Acﬂoﬂ
Fans
Power Supplies Virtual Adapter 3 SLOT-03 [Action
Temperature Sensors Virtual Adapter 4 SLOT-04 |Actioﬂ
Storage
Controllers Cancel Apply
Physical Disks
Virtual Disks
Enclosures
Assignment Mode: Virtual Disks to Virtual Adapters 4 Back to top
Assignment Mode Description

Single Assignment  This mode allows a virtual disk to be assigned to a single virtual adapter at a time
This mode allows a Virtual Disk to be assigned to multiple Virtual Adapters at a time
@ Multiple

Assignment /., Do not use this mode unless the servers have Cluster Senices installed on them. Use of this mode without Cluster Senices may lead to corupted or
lost data.

Cancel
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Assigning virtual disks

1. Select Virtual Disks under Storage.
Select Assign from the top menu.

3. Inthe Assign Virtual Disks table, select Full Access from the drop-down menus provided
for all populated virtual adapters assigned to the row labeled Quorum.

4. In the Assign Virtual Disk table, select Full Access from the drop-down menus provided
for all populated virtual adapters assigned to the row labeled DataDisk.

5. Click Apply.

CMC-PLST121
PowerEdge VRTX
root, Administrator

B Chassis Overview
Chassis Controller
B Server Overview
EB sLOT-01
2
El sLOT-03
4
B /0 Module Overview
I Gigabit Ethernet
PCle Overview

Front Panel

Fans

Power Supplies

Temperature Sensors
Storage
Controllers
Physical Disks
Virtual Disks
Enclosures

Virtual Disks

Properties Create Assign

Assign Virtual Disks

Virtual Disk Name

Manage

[ Virtual Adapter 1 ]

Server Slot  SLOT-01

[ Virtual Adapter 2 ]
Server Slot  SLOT-02

[ Virtual Adapter 3 ]
Server Slot  SLOT-03

To setup virtual adapter mapping or a virtual disk assignment mode, go to page: Setup Storage

Current Assignment Mode: Multiple Assignment

QUORUM Full Access| v |
csv Full Access| v |

No Access | v |

No Access

6. Assigning virtual disk this may take several seconds.
7. Click OK to dismiss the message stating “Successfully assigned all Virtual Disks".

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX

Full Access[v]

Full Access

[ Virtual Adapter 4 ]
Server Slot  SLOT-04

No Access

No Access

Cancel Apply

25



Installing the shared PERCS8 driver

This section describes how to manually install the shared PERCS8 driver for Windows Server 2012. Have

your device driver available on removable media or a network location prior to completing these

steps.

REQUIREMENT: The shared PERCS8 driver must be the same version on

each node of the cluster.

1. Open the Server Manager window and select Computer Management from the Tools menu.
2. Select Device Manager.
3. Right-click the Storage Controller with the yellow bang, and select Update Driver Software

from the context menu.
4. Follow the instructions in the Update Driver Software wizard.
5. Click OK on the Shared PERC 8 Properties window.

&

File Action View Help

e zn[E B T

Computer Management

2-] Computer Management (Local
4 {f} System Tools

4 & MININT-FMITUG1
p (M Computer

b (5 Task Scheduler b g Disk ¢ O
b §@ Event Viewer b B Displ More Actions »
b @l Shared Folders p 5 Hum Dn
p & Local Users and Groups p == Keyb I I = IDetis l . I S I
3 @ Performance [ a Mice % Shared PERC 8
4 Device Manager p W& Mon
4 3 Storage p &¥ N
b H Windows Server Backuf. » Y5 Ports| Driver Provider:  DELL
=9 Disk Management b dmh Print Driver Date: 3/15/2013
b 4 Services and Applications » B} Proc Driver Version:  6.801.5.0
4 <& Stora
¢' Digital Signer: LSI Comporation
&l
< S To view details about the driver files.
b (8 Systef
b @ Univ To update the driver software for this device.
If the device fails after updating the driver, roll
S Bk Suver ! back to the previously installed driver.
Disables the selected device.
To uninstall the driver (Advanced).
[ ok || Cancel
< n >
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Offline Shared Disk Configuration Steps

1. Open the Server Manager window and select Computer Management from the Tools menu.

i Local Server
ii All Servers
i

File and Storage Services P

Server Manager

Manage Tools

Component Services

Computer Management

o Configure this local server

QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW
4 Create a server group
LEARN MORE
ROLES AND SERVER GROUPS

Roles: 1 | Server groups: 1

| Servers total: 1

L

File and Storage
Services

Local Server

®

Manageability
Events
Performance

BEPA results

@ Manageability
Events
Services
Performance

BPA results

Defragment and Optimize Drives
Event Viewer

ISCSI Initiator

Local Security Policy

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor

Resource Monitor

Security Configuration Wizard
Services

System Configuration

System Infermation

Task Scheduler

Windows Firewall with Advanced Security
Windows Memory Diagnostic
Windows PowerShell

Windows PowerShell (x86)
Windows PowerShell ISE
Windows PowerShell ISE (x86)

Windows Server Backup

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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2. Select Disk Management. It may take a few seconds to populate the disk information in the

right pane.

File Action View Help

« s #[E]

@ Computer Management (Local
F 'ﬁ’g Systemn Tools
[ @ Task Scheduler
[ @ Event Viewer
I+ @ Shared Folders
t- & Local Users and Groups
[ @ Performance
ﬂ Device Manager
4 g Storage
> ﬁ Windows Server Backug
(= Disk Management

I+ & Services and Applications

(<] [ [[>]

Connecting to Virtual Disk Service...

More Actions 4

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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3. Right-click Disk 1 and select Offline.

File Action View Help

e 2[F Be& =

A Computer Management (Local | Volume | Layoutl Type | File System | Status | C | Actions

4 'Ifé System Tools C# System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 3 _
[N @ Task Scheduler o Windows (C:) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 2
b E Event Viewer More Actions »

b @ Shared Folders
b & Local Users and Groups
b (89 Performance
&4 Device Manager
4 3 Storage
b ¥ Windows Server Backug
= Disk Management
b 4 Services and Applications

< m -
“@IDisk 2
Unknown S
557.75 GB Initialize Disk
Not Initiali; Offline
Properties
“@IDisk 3 Help
Unknown |
278.88 GB 278.88 GB

Not Initialized Unallocated

r <] [T [ > || W Unallocated Il Primary partition

4. Repeat Step 3 for Disk 2.
5. Repeat Steps 1 to 4 on all servers which have assigned shared storage.
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Shared Storage Configuration Steps

6. Open the Server Manager window and select Computer Management from the Tools menu.

Server Manager

Local Server

i
ii All Servers
i

File and Storage Services P

Manage Tools

Component Services

Computer Management

o Configure this local server

QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW
4 Create a server group
LEARN MORE
ROLES AND SERVER GROUPS

Roles: 1 | Server groups: 1

| Servers total: 1

L

File and Storage
Services

1 i Local Server

®

Manageability
Events
Performance

BEPA results

@ Manageability
Events
Services
Performance

BPA results

Defragment and Optimize Drives
Event Viewer

ISCSI Initiator

Local Security Policy

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor

Resource Monitor

Security Configuration Wizard
Services

System Configuration

System Infermation

Task Scheduler

Windows Firewall with Advanced Security
Windows Memory Diagnostic
Windows PowerShell

Windows PowerShell (x86)
Windows PowerShell ISE
Windows PowerShell ISE (x86)

Windows Server Backup

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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7. Select Disk Management. It may take a few seconds to populate the disk information in the

right pane.

File Action View Help

« s #[E]

@ Computer Management (Local
F 'ﬁ’g Systemn Tools
[ @ Task Scheduler
[ @ Event Viewer
I+ @ Shared Folders
t- & Local Users and Groups
[ @ Performance
ﬂ Device Manager
4 g Storage
> ﬁ Windows Server Backug
(= Disk Management

I+ & Services and Applications

(<] [ [[>]

Connecting to Virtual Disk Service...

More Actions 4
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8. Right-click Disk 1 and select Online.

A Computer Management

File Action View Help

e #= H =
A Computer Management (Local|| Volume | Layout | Type | File Systemn | Status Actions
P -[r& ,S_}istem Tools L_..:. (C:) Simple Basic NTFS Healthy (Bgot, Page F.il_er Crash Dump, Primary Par Disk Management ~
I (5 Task Scheduler =s HRM_555_X64FRE_EM-U5_DV3 (v) Simple Basic UDF Healthy (Primary Partition)
b @ Event Viewer i System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) More Actions ’
I 2] Shared Folders
I &% Local Users and Groups
I Iitﬁi] Perfermance
= Device Manager
4 =9 Storage
p 4 Windows Server Backug
=F Disk Management
1> :: Services and Applications
€ n »
|
~
Disk 0 - ]
Basic System Reserved C)
40-90 GB 350 MB NTFS 35,66 GB NTFS
Online Healthy (System, Active, Primar || Healthy (Boot, Page File, Crash Dump, Primary Partitien)
“@Disk 1 I
Unknow K
1.00 GB Online
ne Properties
Help
“TIDisk 2 .
Unknown
40.00 GB 40.00 GB
Offline i Unallocated
Help
A
< m > ||| l Unallocated W Primary partition
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9. Repeat Step 3 for Disk 2.
10. Right-click Disk 1 and select Initialize.

Actions
Disk Management

Mere Actions

A Computer Management
File Action View Help
s =)
A Computer Management (Local | Volume | La)rout| Type | File Systern | Status
A ]]’j System Tools o (T Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Par
[ Ifi—_\.l Task Scheduler .;.{,HRM_SSS_XMFRE_EN—US_DVS (D) Simple Basic UDF Healthy (Primary Partition)
1+ §2] Event Viewer Cw Systern Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition)
|» aa| Shared Folders
1 & Local Users and Groups
> it:‘;‘:lil Perfermance
@ Device Manager
4 (=5 Storage
b Windows Server Backug
= Disk Management
[ :: Services and Applications
< mn >
|
~
iDisk 0 £ |
Basic System Reserved )
4[:'-0_0 GB 350 MB NTFS 39.66 GB NTFS
Online Healthy (System, Active, Primar || Healthy (Boot, Page File, Crash Dump, Primary Partition)
“alDisk 1 |
Unknown
:\JEE liﬁ:i Initialize Disk
Offline
“@IDisk Properties |
Unknow Help
40,00 GB HEOU U0
Mot Initialized Unallocated
b
< m > || H Unallocated [l Primary partition
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11. Verify both checkmarks are selected and MBR is selected on the Initialize Disk window.
12. Select OK to initialize the disks.

Initialize Disk -

You must intialize a disk before Logical Disk Manager can access it
Select disks:

[wi Disk: 1

Disk 2

lUse the following partition style for the selected disks:
(®) MBR (Master Boot Record)
() GPT (GUID Partition Table)

Mote: The GPT parttion style is not recognized by all previous versions of
Windows.

| ok || Ccancsl
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13. Right-click the Unallocated space and select New Simple Volume.

A Computer Management =
File Action View Help
e 2= 6@ =
A Computer Management (Local|| Volume | La)rout| Type | File System | Status Actions
4 [['E System Tools = (C) Simple Basic MTFS Healthy (Boot, Page File, Crash Dump, Primary Par - -
b ( Task Scheduler L HRM _S55_XB4FRE_EN-US_DV5 (D) Simple Basic UDF Healthy (Primary Partition) RiskManagement
[ @ Event Viewer  System Reserved Simple Basic MTFS Healthy (System, Active, Primary Partition) Mare Actions
P x| Shared Folders
- & Local Users and Groups
[> IZ:?E‘:JZI Performance
i Device Manager
4 =0 Storage
b s Windows Server Backug
= Disk Management
b T Services and Applications
< mn »
|
~
4Disk 0 ! |
Basic System Reserved (C)
40.00 GB 350 MB NTFS 38.66 GB NTFs
Online Healthy (System, Active, Primar | | Healthy (Boot, Page File, Crash Dump, Primary Partition)
CDisk 1 |
Basic
102.3 Lk 1023 MB Mew Simple Velume..
Online Unallocated
New Spanned Velume...
Mew Striped Volume...
. I . |
—iDisk 2 Mew Mirrored Velume..,
Basic e
40,00 GB 20,00 GB New RAID-5 Volume...
Online Unallocated Properties
Help hd
< m > ||| l Unallocated B Primary partition
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14. Click Next to start the New Simple Volume Wizard.

MNew Simple Volume Wizard

Welcome to the New Simple
Volume Wizard

A simple volume can onby be on a single disk.

To continue, click Next.

This wizard helps you create a simple volume on a disk.

< Back Mead = | | Cancel
15. Click Next to accept the default entry.
New Simple Volume Wizard -
Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes.
Maximum disk space in MB: 1021
Minimum disk space in MB: 8
Simple volume size in MB: 1021 &
¢Back | Ned> | | Cancel

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX

36



16. Select Q from the drop-down menu and click Next.

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Agzsign the following drive letter:

() Mourt in the following empty NTFS folder:

| || Browse. .. |

() Do not assign a drive letter or drive path

17. Enter Quorum in the Volume label field and click Next.

Format Partition
To store data on this partition, you must format it first.

Choose whether you want to format this volume, and if so, what settings you want to use.

() Do not format this volume

(®) Format this volume with the following settings:

File system: |NTFS

Allocation unit size: | Default

Yolume label: |D~U°|'U"'||

[#] Perform & quick: format
[ ] Enable file and folder compression

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX



18. Click Finish to complete the process.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

Wizard.
You selected the following settings:

You have successfully completed the New Simple Volume

Vaolume type: Simple Vaolume
Disk selected: Disk 1
Wolume size: 1021 MB
Drive letter or path: Q:

File system: NTFS
Allocation unit size: Default

Volume label: Quonm
Cirds fomat - Yas

To close this wizard, click Finish.

cBack || Finish

| | Cancel

19. Repeat steps 7-12 for Disk 2.

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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Changing the computer name and domain membership

1. Open the Server Manager window.
2. Select Local Server.
3. Select the Computer name in the Properties section.

Server Manager * Local Server

| ¥

Manage Tools

View Help

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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B2 PROPERTIES a
B2 Dashboard . For MININT-FMJTUG1 TASKS ¥
| ~
= Computer name MININT-FMJTUG1 Last installed updates Never
W& All Servers Domain oselab.local Windows Update Install
ii File and Storage Services P Last checked for updates Never -
i} Hyper-V
Windows Firewall Domain: On Windows Error Reporting Off
Remote management Enabled Customer Experience Improvement Program Partici L
Remote Desktop Enabled IE Enhanced Security Configuration On B
NIC Teaming Disabled Time zone (uTC-g
NIC1 IPv4 address assigned by DHCP, IPv6 enabled  Product ID Not ad
NIC2 IPv4 address assigned by DHCP, IPv6 enabled
Operating system version Microsoft Windows Server 2012 Datacenter Processors Intel(R]_ |
Hardware information Dell Inc. PowerEdge M520 Installed memory (RAM) 48 GB
Tl dimln 270 £ v
< [
EVENTS
All events | 23 total TASKS ¥
Filter » - - (v
hd
Server Name ID Severity Source Log Date and Time
MININT-FMJTUGT 10010 Error Microsoft-Windows-DistributedCOM System 5/7/2013 8:38:02 PM -
MININT-FMJTUGT 10149 Warning Microsoft-Windows-Windows Remote Management System 5/7/2013 8:37:58 PM I:
MININT-FMJTUGT 7023  Error Microsoft-Windows-Service Control Manager System 5/7/2013 8:37:56 PM




4. Click Change in the System Properties window.

Computer Name | Hardware | Advanced | Remote |

on the netwark.

Computer description:

Full computer name:

Workagroup:

workgroup, click Change.

&]‘ Windows uses the following information to identfy your computer

For example: "1lS Production Server” or

"Accounting Server”.
WIN-7SAUBGE127D

WORKGROUP

To rename this computer or change its domain or

| | Aeply

5. In the Computer name field enter the new name, such as VRTX-NL.

The name of this computer has been changed. You must
restart this computer for the name change to take effect before

System Properties

you can change its domain membership.

Computer name:

VRTX-N1

Full computer name:
VRTH-N1

Member of

() Domain:

(®) Workgroup:

|WOF{KGF{OUP

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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6. Select the Domain radio button and type the name of the domain, such as OSELab.local.
7. Click OK.

System Properties £

You can change the name and the membership of this
computer. Changes might affect access to network resources.

Computer name:
WRTH-N1

Full computer name:
VRTH-NT

Member of
(®) Domain:

|oselab.|oca||

) Workgroup:
|WOHKGHOUP

8. Click OK.

o Welcome to the oselab.local domain.
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9. Enter domain admin credentials to join the system to the domain, and click OK.

Computer Name/Domain Changes

Enter the name and password of an account with permission to join the
domain.

[ LJSEF name

l I [ Password

Dorain: oselab.local

Connect a smart card

10. Click OK.

You must restart your computer to apply
these changes

Before restarting, save any open files and close all
programs.

17. Click Restart Now to reboot the system and complete the process.

You must restart your computer to apply these
changes

Before restarting, save any open files and close all prograrms,

Restart Now | | Restart Later

11. Repeat this process for all blade servers in the cluster, giving each server node a unique name.
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Cluster validation and creation

This section describes the steps to complete cluster validation and cluster creation. The validation
process finds hardware or configuration issues before a failover cluster can go into production. The
cluster validation wizard determines if the current hardware and software configuration meets the
supported configuration guidelines.

Validating clusters

1. To open the Failover Cluster Manager, open the Server Manager window, and select Failover
Cluster Manager from the Tools menu.

Server Manager * Dashboard

Dashboard

B Local Server
BE All Servers

ii File and Storage Services [

Server Manager

WELCOME TO SERVER MANAGER

QUICK START

Ma

(W8]

WHAT'S NEW

LEARN MORE

o Configure this local server

Add roles and features
Add other servers to manage

Create a server group

ri Manage Tools View

Cluster-Aware Updating
Compaonent Services
Computer Management
Defragment and Optimize Drives

Event Viewer

Failover Cluster Manager

ROLES AND SERVER GROUPS

Roles:1 | Servergroups:1 | Servers total: 1

-.= File and Storage

Servioes 1 B Local Server
@ Manageability @ Manageability
Events Events
Performance Services
BPA results Performance
BPA results

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX

iSCSI Initiator

Local Security Policy

ODEC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor
Resource Monitor

Security Configuration Wizard
Services

System Configuration

System Infermation

Task Scheduler

Windows Firewall with Advanced Security
Windows Memary Diagnhostic
Windows PowerShell
Windows PowerShell (x86)
Windows PowerShell ISE
Windows PowerShell ISE (x86)

Windows Server Backup
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2. To open the Cluster Validation Wizard, in Failover Cluster Manager window, select Validate
Configuration from the Actions menu.

File Action View Help

|

Z Failover Cluster Manager| Failover Cluster Manager

B Create failover clusters, validate hardware for potential failover clusters, and perform corfiguration changes to your
failover clusters.

r

Validate Configuration...

Create Cluster...

Ceonnect to Cluster...

i &

Afailover cluster is a set of independent computers that work together to increase the availability of server roles. The View »
clustered servers (called nodes) are connected by physical cables and by software. f one of the nodes fails, another
node begins to provide services (3 process known as failover). @ Refresh
Properties
-
ﬂ Help

To begin to use faillover clustering, first validate your hardware corfiguration, and then create a cluster. After these steps
are complete, you can manage the cluster. Managing a cluster can include migrating services and applications to it from
a cluster running Windows Server 2012, Windows Server 2008 R2, or Windows Server 2008.

Validate Corfiguration... Understanding cluster validation tests

Create Cluster... Creating a failover cluster or adding a cluster node

Connect to Cluster... Managing a failover cluster

EEEE

Migrating services and applications from a cluster

%

[g Failover clustertapics on the Web

B Failover cluster communities on the Web

[ Microsoft support page on the Web
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3. Select Next to start the Validate a Configuration Wizard.

ﬁ Before You Begin

Before You Begin Thig wizard runs validation tests to detemmine whether this configuration of servers and attached storage is
Frhe Form e set up comectly to support fallover. A cluster solution is supported by Microsoft only if the complete
Cluster configuration (servers, network, and storage) passes all tests in this wizard. In addition, all hardware
components in the cluster solution must be "Certffied for Windows Server 2012
Testing Options
ff you want to validate a set of unclustered servers. you need to know the names of the servers.
Confirmation Important: the storage connected to the selected servers will be unavailable during validation tests.

Validating ¥ you want to validate an existing failover cluster, you need to know the name of the cluster or one of its
Summary nodes.

You must be a local administrator on each of the servers that you want to validate.

To continue, click Next.

More about preparing your hardware for walidation
More about cluster validation tests

[] Do not show this page again

4. Enter the names of the servers to add to the cluster in the Enter Name field, separated by a
comma.
5. Click Add.

ﬁ Select Servers or a Cluster

Before You Begn To vahdate & sot of servers, add the names of all the servers.
Too test an existing cluster, add the name of the cluster or one of its nodes.

Select Servers ora

Enter name: [ VRTH-n1 VATH-n2

Selacted servers:

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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6. Click Next.

ﬁ Select Servers or a Cluster

To vaidate & set of senvens, add the names of all tha sarvers.
To best an exdsting chuster. sdd the name of the cluster or one of s nodes.

Entier name: I | [ Browse... |

Selected servers: VRTH-n1.os elab.local Add |
YRTX-n2.o5 elab.lncal -

Femave |

| <Previous || Met> || Coneel |

7. Verify the Run all test (recommended) radio button is selected.
8. Click Next.

ﬁ Testing Options

Before You Begin Choose between running all tests or running selected tests.

Select Servers ora The tests examin the Cluster Configuration, Hyper-V Configuration, Inventory, Metwork, Storags, and

Cluster System Corfiguration.

e Microsoft supports a cluster solution only #f the complete corfiguration {servers, network, and storage) can

Carfimation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012

Walidating

Summary

® Run alltests frecommended)

() Run only tests | select

More about cluster validation tests

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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9. After all fields are populated on the Confirmation window, select Next.

ﬁ Confirmation

Before You Begin You are ready to stat vaidation.
Select Servers ora Pleass confim that the following settings are comect:
Cluster

Testing Options

List iISCSI Host Bus Adapters
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory

List Environment Variables Inventory
Liek Mamarns Tnfarmatinn Trirantnne

To continue, click Next.
Mora about cluster validation tests

10. You will see the progress bar as the validation process gathers information for the report.

ﬁ Validating

Before You Begin The following validation tests are running. Depending on the test selection, this may take a significant
amount of time,

Select Servers ora

Cluster Progress Test Resutt

List Envvironment Variables The test passed.

List Memory Information The test passed.

List Operating System Information The test passed.

Validating List Plug and Play Devices The test passed.

List Running Processes The test passed.

List Services Information The test passed.

List Software Updates The test passed.

List System Drivers Gathering data about -

Limt Carebmre e i o

Testing Options
Corfimation

m | [>]

Gathering data about node VRTX-N1.0selab local...
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11. In the validation summary, verify that each node tested shows as Validated. If a node does not
show as validated, click View Report to open the report and review the issue(s) for each node

not validated.
12. Once all failures are fixed, rerun the validation wizard and click Finish to begin the cluster

creation.

@ Summary

Before You Begin Testing has completed successfully and the configuration is suitable for clustering.

Select Servers ora
Cluster

e s Failover Cluster Validation Report ~

Corfirmation
Validating

Node: VRTX-M1i.oselab.local alidated
h‘a

[w] Create the cluster now using the validated nodes...

W

Mare about cluster validation tests

To view the report created by the wizard, click View Report.
To close this wizard, click Finigh.

Note: You may see some warnings in the validation report. Check to be
sure all shared disks are validated. If you see disk warnings, verify these are
not local disks in the server(s) that have been listed.
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Creating clusters

1

2.
3.

Click Next to start the Create Cluster Wizard.

ﬁ Before You Begin

Before You Begin This wizard creates a cluster, which is a set of servers that work together to increase the availability of
- clustered roles. if one of the servers fails, another server begins hosting the clustered roles (@ process

Access Point for n fail

Administering the own as faiover).

Cluster Befare you run this wizard, we strongly recommend that you run the Validate a Configuration Wizard to
Confirmation ensure that your hardware and hardware settings are compatible with failover clusterng.

Creating New Cluster Microsoft supports a cluster solution only f the complete corfiguration (servers, network, and storage) can
Summa pass all tests in the Validate a Corfiguration Wizard. In addion. all hardware components in the cluster
Y solution must be "Certified for Windows Server 2012

You must be a local administrator on each of the servers that you want to include in the cluster.

To continue, click Mext.

More about Microsoft support of cluster solutions that have passed validation tests

[] Do not show this page again

Enter a name for the cluster, such as CLUS1-VRTX, in the Cluster Name field.
Click Next.

@ Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.

Access Point for

Administering the Cluster Name: CLUS1-VRTH |

Cluster

Confimmation ﬂThe MNetBIOS name is limited to 15 characters. One or more DHCP IPv4 addresses were configured
automatically. All networks were configured automatically.

Creating New Cluster

Summary

<Previous || Net> || Cancel
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4. Click Next.

Before You Begin
Access Point for
Cluster

Creating Mew Cluster

Summary

ﬁ{}.}nﬁmﬂﬁ:}n

*fou are ready to create a cluster.
The wizard will create your cluster with the following settings:

Cluster: CLUS1-WVRTX
Mode: VRTX-M1.oselab.local
IP Address: DHCP address on 10.35.157.0/24

To continue, click Nesd.

| <Previous | |

Next =

| [ Cancel |

5. You will see the progress bar while the cluster is created. Once the cluster service starts on all
nodes, the Summary window opens.

Before You Begin

Access Point for
Administering the
Cluster

Corfirmation

Creating Mew Cluster

Summary

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX
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Please wait while the cluster is corfigured.

Waiting for notification that Cluster service on node VRTX-MN1.0selab local has started.
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6. Verify the information is correct on the Summary screen.

Summary

Before You Begin
Access Point for
Administering the
Cluster
Conrfirmation

Creating New Cluster

You have successfully completed the Create Cluster Wizard.

Create Cluster

Cluster: CLUS1-VRTX

Node: WRTX-N1.oselab.local

Quorum: Node Majority

IP Address: DHCP address on 10.35.157.0/24

To view the report created by the wizand, click View Report.
To close this wizard, click Finish.

L

Building Microsoft Windows 2012 Clusters on the Dell PowerEdge VRTX

51



Once cluster creation is complete, the Failover Cluster Manager window lists all of the resources.

a Creape fakover chebers, waizbe hardware for poborial fakover chmers, and petem conlgumon chingen 2o o aicver clazen.

't’:-w Adalreer cusier i @ v of independiert compulen fhal wos ingeiher fa ncreess the avalabdty of server mies. The claired lctbed rodes) by phymcal cables and
3 D oy pcftware. Fore of tha nodien ol another noda bagre bo provide perveea (3 process lowe g Sl

Ta hmumhh—mi:ﬂhwhﬁvm ardlthen ceale o chater. Mer theas e orr corplete pow can manage the chater. Maragnga shater can
g wgle e i o g Windown Satver 2000 Wi Sere 3008 AL o Wiesdtwy S 003

) Valdae Corfiourntin B \ostarorcng cioger vaicition oty
B Comata Cimer B Coust o ke choster o i ol vy
B Comomtis Chesee. B g a takoew chater

B Eaiocamuriooca o Vish
B Eaboe chter conemntins on o ik
B ook 5000 p83e on e Wik

€
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