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Executive Summary 

In the recent years,  converged infrastructure has gained a lot of momentum as it offers many benefits to 

the customers. IT agility, resource efficiency, scalability, centralized management, reduced power 

consumption, and reduced operational costs are a few benefits to list. Dell recently launched a converged 

chassis that efficiently integrates IT building blocks such as servers, storage and networking, enabling end-

to-end enterprise solution depoyments. 

The flexible and adaptive converged FX2 architecture enables end-to-end deployment of small to medium 

SQL server database instances within the single chassis.  

This paper discusses a converged, efficient and cost-effective solution for deploying Microsoft SQL Server 

OLTP databases by using Dell PowerEdge FX2 chassis and FD332 storage. This solution enables customers 

to take the advantages of converged infrastructure and use the same to leverage the compute, storage 

and networking requirements of SQL Server databases within a single   2U chassis. This paper also 

discusses some of the guidelines to deploy a highly available and cost-effective SQL Server database 

solution for OLTP workloads. 

Key highlights of the proposed reference architecture for deploying SQL server databases include: 

 A converged solution integrating the IT building blocks such as compute, storage and networking 

within a single 2U rack unit chassis—thereby offering customers with reduced datacenter footprint 

and increased power and cost savings. 

 Highly available and cost-effective SQL Server OLTP databases running on dedicated compute and 

storage resources within a single converged 2U rack unit. 

 Database performance accelerated by more than twice. This is made possible by using the 

SSD+HDD drive combination within a single FD332 storage and the tiered storage approach, as 

against pure HDD configuration. 

 Redundancy at every component level, thus ensuring  maximum availability of the databases 

running on the chassis. 

 Simple-to-deploy and easy-to-manage infrastructure by using a single pane of CMC console. 
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1 Introduction 
Dell has recently introduced the PowerEdge FX2 chassis, which is a new addition in the converged 

infrastructure space. It uses the modular approach that features integrated compute, storage and 

networking IT blocks in a 2U rack space, offering flexibility to match varying requirements of workloads 

and enabling seamless workload scalability on demand. It supports a wide selection of server, storage and 

IO modules that are very much essential for enterprise workloads with varying compute, network and IO 

requirements. 

The PowerEdge FC630 compute sleds provide massive computing power, while the FD332 storage sled 

provides cost-effective, direct, attached storage. When combined with the windows storage spaces 

feature, the support for SSD and HDD drive combination within FD332 storage array enables us to 

implement tiered storage to optimize the SSD capacity and achieve increased performance of the 

workloads.  

This paper presents a reference architecture to deploy Microsoft SQL Server databases by using the Dell 

PowerEdge FX2 chassis. Some of the guidelines and recommendations to deploy highly available and 

cost-effective configuration for SQL Server databases are discussed. The performance benefits of the 

proposed solution are also discussed. 

1.1 Objective 
The scope of this paper is to discuss a reference architecture to deploy highly available and cost-effective 

Microsoft SQL server databases on converged the Dell PowerEdge FX2 chassis by using the FD332 

storage. This paper focuses on small to medium customer database deployments. The paper evaluates the 

database performance benefits of using SSD plus HDD drive combination within FD332 storage sled by 

using the Windows Storage Spaces feature. The paper provides guidelines and best practices to configure 

the hardware and software components of the proposed solution. However, the paper does not cover the 

step-by-step instructions for installing and configuring the hardware and software components. 

1.2 Audience 
This reference architecture is intended for IT administrators and architects who are interested in designing 

and implementing a converged infrastructure for deploying Microsoft SQL Server databases by using the 

Dell PowerEdge FX2 chassis. The reader is expected to have an understanding of Windows 2012 R2, 

storage spaces and Microsoft SQL Server 2014. 
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2 Solution Overview 
The Dell PowerEdge FX2 chassis is a 2U rack-based converged chassis combining flexible compute and 

storage blocks. The chassis provides outstanding efficiencies through shared power, converged 

networking and PCIe slots I/O within the chassis itself. It is specially designed to support the scale-out 

model, thereby offering many advantages to the customers. 

The following sections provide more details on the components used in the solution. 

2.1 Dell PowerEdge FC630 
Dell PowerEdge FC630 is a half-width dual socket server powered by the  latest Intel Xeon processor E5-

2600 V3 product family. These processors are based on the  Hasswell-EX architecture, bringing in more 

cores and more processor cache as well as support for faster DDR4 memory DIMMS. It supports up to 36 

cores or 72 logical threads and up to 768GB memory with 24 dual in-line memory modules. Such 

computing power and support for huge memory footprint makes PowerEdge FC630 a suitable candidate 

to host demanding workloads like enterprise databases. 

For more information on the Dell PowerEdge FC630, see the PowerEdge FC630 Tech Sheet 

2.2 Dell PowerEdge FD332 Storage 
Dell PowerEdge FD332 is a storage sled that provides dense, highly scalable, direct, attached storage to 

the compute sleds within the FX2 chassis. It is a half-width flexible disk sled that holds up to 16x 2.5-inch 

hot pluggable 12Gbps drives (either HDDs or SSDs) and can have up to two RAID controllers. These RAID 

controllers allow the drives to be connected to one or more installed compute sleds within the FX2 

chassis. This dense, highly scalable storage sled supports up to 48 drives within a single FX2 chassis 

resulting in massive direct attached capacity and an efficient pay-as-you-grow IT model.  

The key highlights of the FD332 storage are  

 Each sled supports up to 16 x 2.5-inch hot pluggable drives 

 Highly scalable in blocks; up to 48 drives are supported within a single FX2 chassis   

 Support for both HDD and SSDs, thus enabling to deploy flash based caching techniques to 

improve the IO performance 

 Each storage sled can be mapped to up to two compute sleds by using dual RAID controllers 

 Supports different modes of operations for the pay-as-you-grow model 

The combination of SSDs and HDDs within a single FD332 storage sled can be adequate for IOPS and 

capacity requirements of small to medium enterprise database workloads. IO intensive OLTP database 

workloads can benefit from the high performing SSD drives, while the capacity requirements are met by 

the HDD drives. The SSDs and HDD combination also enables us to use flash based techniques such as 

Windows Tiered Storage Spaces or third party flash based techniques such as Dell FluidCache for DAS 

which accelerate the IO performance. 

http://i.dell.com/sites/doccontent/business/smb/merchandizing/en/Documents/Dell_PowerEdge_FC630_Spec_Sheet.pdf
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The following figure shows the FD332 storage sleds incorporated within Dell PowerEdge FX2 chassis along 

with FC630 compute sleds. 

Figure 1 Dell PowerEdge FX2 with FC630 compute and FD332 storage sleds 

 

Each FD332 storage sled is directly mapped one-to-one to each FC630 compute sled so that each FC630 

host sees the FD332 storage as directly attached storage and managed by the FD332 RAID controller. 

For more details on the FD332 storage sled, refer PowerEdge FD332 storage 

2.3 Dell PowerEdge Networking Modules 
Various network modules are supported on the Dell PowerEdge FX2 chassis. Up to two 1Gb/10Gb Pass-

through modules or IO aggregator modules are supported within a single Dell FX2 chassis. The Network 

Daughter Card (NDC) sitting on the FC630 compute sled will get connected to these IO modules 

internally, providing redundancy at the port level. Three different types of IO Aggregators are supported by 

the FX2 chassis. They simplify the cable management and provide other important networking features. 

They optimize the east-west server traffic within the chassis, which greatly increases the overall 

networking performance. They also enable the LAN/SAN convergence and simplify the network 

deployment. 

As the proposed reference architecture is not a virtualized solution, the solution does not generate huge 

east-west server traffic typically caused by VM live migration. A typical database deployment uses the 

server-client model and generates more of north-south network traffic. Hence, the less expensive pass-

through IO modules are used in the proposed solution to provide network connectivity to two FC630 

hosts that run the standalone SQL Server databases. 

http://i.dell.com/sites/doccontent/shared-content/data-sheets/en/Documents/Dell-PowerEdge-FD332-Spec-Sheet.pdf
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3 Reference Architecture for SQLServer Database 

Deployment 
In this section, the reference architecture for deploying  SQL Server on the Dell PowerEdge FX2 chassis by 

using FD332 storage is discussed. 

The below table describes the hardware and software components used in the proposed reference 

architecture. 

Table 1 Hardware and software components used for the reference Architecture 

Component Details 

Server Chassis 1x Dell PowerEdge FX2 4-Bay Chassis 

Servers 2x PowerEdge FC630 

Processors 
2x Inter® Xeon® E5-2660 V3 @2.6GHz 10Cores on each 

FC630 compute sled 

Memory 8x 16G Total of 128GB operating at 2133 MT/s 

Storage 
2x FD332 storage sleds each with 4x450G SSDs and 

12x900G 10K RPM drives each mapped (1 to 1) to FC630 
compute sleds 

Networking modules on 
each host and chassis 

1x QLogic 57840 Quad port 10G NDC card on each host. 
2x pass-through IO modules 

Networking 2x Dell Networking 10G switches 

 

The following figure shows the PowerEdge FX2 chassis with FC630 compute & FD332 storage sleds and 

the cabling diagram for connecting FC630 hosts to the Dell Networking 10G ToR switches. 

Figure 2 Dell PowerEdge FX2 chassis with FD332 storage and Cabling diagram 
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Note: The above figures show the hardware setup in the primary site where an FX2 chassis is used along 

with FC630 compute and FD332 storage sleds to host the primary database replicas. SQLServer AlwaysOn 

feature provides High Availability (HA) and Disaster Recovery (DR) capabilities to the databases. 

As shown above, two FC630 compute sleds are installed in slots 1 & 2 and two FD332 storage sleds are 

installed in slots 3 & 4 which are directly mapped one-to-one to the individual FC630 sleds in slots 1 & 2. 
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On both FC630 hosts, Windows 2012 R2 standard edition is installed on a RAID 1 volume that is configured 

by using the internal drives of the server. Windows failover cluster and .Net3.5 SP1 features have been 

installed on both the hosts. 

3.1 Storage Configuration 
Two Dell PowerEdge FD330 storage sleds are used to provide direct attached storage to two different 

FC630 hosts. The storage sleds are configured with joined-mode so that all the 16 disks (0-15) of each 

FD332 storage sled are mapped to the single FC630 host. The below figure shows how to configure the 

joined-mode on the FD332 storage by using the FX2 CMC console. 

Figure 3 Configuring FD332 storage for Direct Attached Storage 

  

Note: Dual RAID controllers are required on the FD332 sled only when it is required to provide direct 

attach storage to two different hosts by splitting the drives into two groups. In such a case, the storage 

sled should be configured with split mode. 

When we expose all the drives of a storage sled to a single host, the drives are seen as locally attached 

drives in the host as shown below. These drives can be managed by using the FD332 RAID controller just 

like the way we manage the server internal drives by using integrated Dell PowerEdge RAID controllers 

(PERC). 
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Figure 4 FD332 storage mapped to FC630 host 

 

In the proposed reference architecture, disk management is bypassed to the operating system by 

configuring the FD332 storage controller in “HBA-MODE” as shown in the below figure.  When this option 

is enabled on the RAID controller, all the drives are directly exposed and visible to the operating system. 

The Windows 2012 R2 Storage Spaces feature is used to manage all the hard drives and provide data 

redundancy by implementing RAID. 
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Figure 5 Setting HBA-Mode on FD332 RAID controller 

 

3.1.1 Enabling Optimized Tiered Storage by Using the Windows Storage Spaces 

Feature 
The Windows Storage Spaces feature enables administrators to create a resilient and highly efficient 

storage system by using direct attached or local drives for business-critical (virtual or physical) 

deployments. The following storage spaces capabilities have been used in the solution to optimally use the 

SSD capacity and gain the improved performance. 

 Tiered Storage: Combines the best breeds of SSDs and HDDs by enabling the creation of 

virtual disks comprising two tiers of storage – an SSD tier used for caching frequently accessed 

data, and an HDD tier for storing less-frequently accessed data. Storage spaces transparently 

and automatically move data at a sub-file level between the two tiers on the basis of access 

frequency of the data. As a result, the most frequent data will be moved to the SSD tier which 

optimizes the usage of the SSD storage and will dramatically increase the performance. 

 Write-Back cache: Supports creating a write-back cache that reserves a small amount of 

space on the existing SSDs in the pool to buffer small ‘random writes’. Random writes, which 

often dominate common enterprise workloads, are directed to SSDs, thereby reducing the 

write latency. Those writes are later transferred to HDDs. 

For more details on storage spaces, see Microsoft Windows Storage Spaces 

https://technet.microsoft.com/en-us/library/hh831739.aspx
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In the proposed reference architecture, 4x 400G SSDs and 12x 900G 10K RPM drives are used in each 

FD332 sled. As all the 16 drives are exposed directly to the operating system, these drives are pooled 

together to create tiered volumes by using the Windows Storage Spaces feature.  

The PowerShell scripts used for creating and configuring storage volumes are provided in the 

Appendix section. 

3.2 Network Configuration 
In the proposed configuration, FC630 hosts are connected to the network by using the quad port 10GBE 

NDC card through the 10GB pass-through modules. These pass-through modules are connected to two 

Dell Networking 10G ToR switches. A Virtual Link Trunk (VLT) has been employed between the ToR 

switches by using the 40Gb ports to make the paths active (non-blocking) and to utilize the bandwidth of 

the switches to their full potential. 

One on-board 10G QLogic 57840 quad port NDC is used on each FC630 host, so that each host will get 

four physical interfaces--two from each pass-through IO module. Windows LBFO NIC teaming has been 

deployed to provide resilient networking connectivity for the servers. The below table describes the 

settings used to create two different LBFO NIC teamings on each host.  

Table 2 LBFO NIC teaming settings on FC630 host 

Team 1 Team 2 

Team Mode: Switch Independent 

Load Balancing Algorithm:   Dynamic 

Standby Adapter: None 

Purpose: For Public connectivity Purpose:  for Cluster Private connectivity 

Team Members: Port 1 of IO module 1 + Port 
2 of IO module 2 

Team Members: Port 2 of IO module 1 + Port 
1 of IO module 2 

 

The same approach is followed to create the Windows NIC teams in the second FC630 host. 

3.3 AlwaysOn Availability Groups for Highly Available SQL Databases 
The Microsoft SQL Server 2014 AlwaysOn Availability Groups feature allows us to achieve a highly 

available, disaster recovery database solution. A discrete set of user databases can be combined together 

as “Availability Group” and can be failed over together to any of the available nodes within the Windows 

failover cluster. Two availability modes are supported as given below: 

 Synchronous-commit mode: This availability mode focuses on high availability of the databases 

and data protection over performance at the cost of increased transaction latency.  

 Asynchronous-commit mode: This availability mode focuses on disaster recovery of the 

databases that works well when the availability replicas are distributed over considerable distances. 
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The below figure describes the highly available AlwaysOn AVG database deployment by using the FX2 

chassis and FD332 storage. 

Figure 6 AlwaysOn HADR configuration using Dell PowerEdge FX2 chassis with FD332 storage 

Synchronous
ASynchronous

SQL INST1 running in FX2-SLOT1 SQL INST2 running in FX2-SLOT2 SQL INST3

AVG AVG AVG

Primary Site Remote/DR Site

Physical/Virtual 
server @DR site

FX2 chassis with two FD332 storage sled mapped 1-to-1 to 
each FC630 compute sled

vote vote

vote

As FD332 storage does not provide shared storage, a file share witness is used as Windows Failover 

cluster quorum and is configured with a vote. Each host on the primary site is configured with a vote, 

while the remote host is not configured with any vote. There will not be any impact on the cluster in 

case of remote host failure, because  it does not carry any vote to participate in the cluster voting 

system. 

The following table provides more details on how the AlwaysOn Availability Group (AVG) is configured 

for the  highly available SQL server databases by using the Dell PowerEdge FX2 chassis and FD332 

storage. 

Table 3 Details on AlwaysOn configuration  

SQL 
Instance 

name 

Host & Location Cluster 
Node 

Weight 

Site Commit-
Mode 

Auto Failover/Failback Data Loss 
in case of 
failover 

INST1 

FC630 in SLOT1 
with in FX2 chassis 

1 Primary Synchronous Yes, between INST 1 & 
2 with in the FX2 

chassis 

No 
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INST2 

FC630 in SLOT2 
with in FX2 chassis 

1 Primary Synchronous Yes, between INST 1 & 
2 with in the FX2 

chassis 

No 

INST3 

Any physical or 
virtual standalone 

machine 

0 Remote 
or DR 

Asynchronous No (Manual) Yes 

 

A single AVG is created with one 500GB database and configured with HA and DR by using three SQL 

instances as shown in the above table. 

For high availability of SQL Server databases, two standalone SQL instances (INST1 & INST2) within the FX2 

chassis are configured with the Synchronous-commit mode. All the database modifications occurring on 

the primary instance will be synchronously replicated to the secondary instance to ensure zero data loss in 

case of any failure with the primary instance. The primary instance provides the read-write access to the 

databases for the regular database clients. 

For the purpose of DR or to reduce database downtime in case of complete FX2 chassis level failure in the 

primary site, another standalone SQL Server instance is used in a remote or DR site and configured with 

Asynchronous-commit mode. The third SQL instance hosted in the remote or DR site can be virtualized or 

can be deployed on a physical machine. All the data modifications occurring on the primary site will be 

asynchronously replicated to the SQL Server instance running in the remote site. Asynchronous-commit 

mode minimizes transaction latency on the primary site, but makes the secondaries lag behind the primary 

databases. This can cause data loss in case of a failure at the primary site.   Only when the complete FX2 

chassis is failed, the manual failover has to be invoked to move the databases to the remote site. 

Note:  Customers can also deploy a third standalone SQL Server instance on another virtual or physical 

host in the primary site with Synchronous-commit mode. This helps to achieve high availability of the 

databases without any data loss even in the event of complete chassis failure in the primary site. In this 

case, there is no need to use fileshare as quorum witness; instead, Majority nodes cab be used as quorum 

configuration. The AlwaysOn configuration would look as shown in the below table. 

Table 4 Details on AlwaysOn configuration to sustain chassis level for failure 

 

SQL Instance 
name 

Host & 
Location 

Cluster Node 
Weight 

Site Commit-
Mode 

Auto 
Failover/Failback 

Data Loss in 
case of 
failover 

INST1 

FC630 in 
SLOT1 with in 

FX2 chassis 

1 Primary Synchronous Yes, between 
INST 1 & 2 with 

in the FX2 
chassis 

No 

INST2 

FC630 in 
SLOT2 with in 

FX2 chassis 

1 Primary Synchronous Yes, between 
INST 1 & 2 with 

in the FX2 
chassis 

No 
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INST3 

Any physical 
or virtual 

standalone 
machine 

1 Primary Synchronous Yes, between 
INST 1 & 2 with 

in the FX2 
chassis 

No 

INST4 

Any physical 
or virtual 

standalone 
machine 

0 Remote or 
DR 

Asynchronous No (Manual) Yes 
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4 Performance Study 
The reference architecture discussed in the above sections is used to evaluate the overall solution 

performance for online transactional database workloads that use Microsoft SQL Server databases. The 

performance study involves:  

 Stressing the complete AlwaysOn Availability Group setup deployed on FX2 chassis and FD332 

storage with OLTP style of workload by using Dell Quest Benchmark Factory Tool. 

 Analyzing the performance improvements when using the SSD+HDD drive combination (Tiered 

Storage) as compared to HDD (Non-Tiered) configuration.  

The below table provides test configuration used for the performance study. 

Table 5 Test Configuration 

Component Details 

Server Chassis 1x Dell PowerEdge FX2 4-Bay Chassis 

Servers 2x PowerEdge FC630 

Processors 
2x Inter® Xeon® E5-2660 V3 @2.6GHz 10Cores on each 

FC630 compute sled 

Memory 8x 16G Total 128GB operating at 2133 MT/s 

Storage 
2x FD332 storage sleds each with 4x450G SSDs and 

12x900G 10K RPM drives each mapped (1 to 1) to FC630 
compute sleds 

Operating System Windows 2012 R2 Standard Edition 

Database SQL Server 2014 Enterprise Edition 

Database Size 500GB 

Workload type and 
Benchmark tool used 

TPCC-C OLTP workload style, Dell Quest Benchmark 
Factory (with 50% reduction in key-in time) 

 

The following tables provide more details on how the storage volumes are created in each test case for 

storing the SQL Server data files and log files. 

Table 6 Storage Volume configuration for database files 

Volume 

HDD Configuration (Non-Tiered 
Storage) 

 ( using 12x 900G HDD 10K RPM 
drives) 

Tiered Storage Configuration 
(Using 4x 450G SSDs + 12x 900G HDD 10k 

RPM drives) 

SQL Data 
Volume 

 
Total Volume Size: 1TB 
Resiliency Type: Mirror 

Interleave : 64KB 

 
Capacity from SSD Tier: 250GB 
Capacity from HDDTier: 740GB 

Write Cache Size (From SSD Tier) :10GB 
Total Volume size: 1TB 
Resiliency Type: Mirror 

Interleave: 64KB 
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SQL Log volume 
Total Volume Size: 200GB 

Resiliency Type: Mirror 
Interleave : 64KB 

Capacity from SSD Tier: 100GB 
Capacity from HDDTier: 100GB 

Write Cache Size (From SSD Tier) :10GB 
Total Volume size: 210 GB 

Interleave: 64KB 

 

Note:  In the Tiered-Storage configuration, only 250GB capacity from SSD tier is allocated for storing the 

database files, so that only 50% of the data will be placed in the high performing SSD tier. 

Based on the initial set of results and wait types, we modified the following SQL parameters to remove 

bottlenecks and improve the database performance.  

Table 7 SQL Server tuning 

Parameter Value 

Max worker Threads 3000 

Cost Threshold value for 
Parallelism 

10 

Leasing TimeOut of 
AlwaysOn AVG cluster 

resource 
60000 

HEALTH_CHECK_TIMEOUT 
AlwaysOn AVG cluster 

resource 
90000 

 

Note: The above tuning parameters were used for specific workload discussed in this paper. These values 

may vary depending on the type of workload and database availability requirements. 

Below tasks have been performed to test and evaluate the performance of the AlwaysOn availability Group 

database setup deployed on the FX2 chassis using FD332 storage. 

1) Configure the storage volumes using HDD drives (Non-Tiered storage volumes) as described in table 5 

and restore test database on the volumes. 

2) Using Dell Quest Benchmark factory running on a dedicated client, simulate the OLTP workload on 

the test database.  

3) Remove the non-tiered storage volumes. Create tiered Storage volumes as indicated in table 5. 

Refresh the database using a database backup. 

4) Repeat the test runs on database stored on the tiered storage volumes. After the first test run, run the 

Storage Space Optimization task to optimize the data storage on the tiered storage volume. Rerun the 

test runs on the same database. 

Note: When frequently accessed SQL data is moved from the HDD tier to the SSD tier by the Storage 

Optimization task,  some database fragmentation is created in the test database. But the performance of 

the SSD tier will outperform the impact of the database fragmentation that was caused by Storage 

Optimization task. 
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4.1 Observations 
The below section describes the impact on the database performance when a combination of SSD+HDD 

drives within the FD332 storage sled is used in the proposed database performance study. 

The database performance (TPS) is more than doubled when using the tiered storage volumes as 

compared to traditional HDD volumes. The average application response time has been improved by 

almost 3 times by using SSD+HDD drive combination when compared to traditional HDD configuration. 

Figure 7 TPS improvement when 50% of the database moved to SSD Tier 

 

Figure 8 Improved response time when 50% of the database is moved to SSD Tier 
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After optimizing the data placement by using the SSD tier, the overall host CPU utilization of the SSD+HDD 

configuration is improved when compared to HDD configuration as shown below. 

Figure 9 CPU utilization report when 50% of the database is moved to SSD Tier 

 

The below figure shows the amount of Transaction Log data being sent from primary to the secondary 

instance as part of the AlwaysOn database replication. In the Tiered storage configuration, more data is 

replicated to the secondary instance due to higher TPS when compared to the Non-Tiered storage 

configuration. 

Figure 10 T-LOG data (in Mega Bytes) transferred to secondary replica 
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5 Conclusion 
The Dell PowerEdge FX2 chassis integrates the IT building blocks--compute, storage and networking 

within  a single 2U chassis, enabling end-to-end enterprise application deployments. The combination of 

dense computing power & huge memory footprint with FC630 compute sled, support for SSD+HDD drive 

combination in FD332 storage sled and efficient 10G networking module within a single chassis enables 

the PowerEdge FX2 chassis to provide an excellent platform for hosting cost-effective SQL Server 

databases. 

The proposed solutions offer the following benefits to the customer 

 A converged solution within a 2U rack space enabling end-to-end database deployment  

 Cost-effective solution using FD332 direct attached storage 

 Highly available database solution by using the SQL Server AlwaysOn feature 

 Reduced datacenter footprint and increased power savings 

 Accelerated database performance by using SSD plus HDD drive combination of FD332 storage 

and Windows tiered storage spaces 

 Simple-to-configure-and manage infrastructure by using CMC 
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A Additional Resources 

Support.dell.com is focused on meeting your needs with proven services and support. 

DellTechCenter.com is an IT Community where you can connect with Dell customers and Dell employees 

for the purpose of sharing knowledge, best practices and information about Dell products and 

installations. 

Referenced and recommended Dell publications: 

 Dell PowerEdge FX2 technical specifications 

http://www.dell.com/learn/us/en/nar/shared-content~data-sheets~en/documents~poweredge-

fx2-spec-sheet.pdf 

 

 Dell PowerEdge FD332 storage technical specifications 

http://www.dell.com/learn/us/en/04/shared-content~data-sheets~en/documents~dell-

poweredge-fd332-spec-sheet.pdf 

 Dell SQL Server sizing advisor 

http://www.dell.com/sql 

Referenced or recommended Microsoft publications: 

 SQL Server AlwaysOn deployment 

https://msdn.microsoft.com/en-us/library/hh510230.aspx 

 

 Monitor Storage Space performance 

https://technet.microsoft.com/en-us/library/dn789160.aspx 

 

http://www.dell.com/learn/us/en/nar/shared-content~data-sheets~en/documents~poweredge-fx2-spec-sheet.pdf
http://www.dell.com/learn/us/en/nar/shared-content~data-sheets~en/documents~poweredge-fx2-spec-sheet.pdf
http://www.dell.com/learn/us/en/04/shared-content~data-sheets~en/documents~dell-poweredge-fd332-spec-sheet.pdf
http://www.dell.com/learn/us/en/04/shared-content~data-sheets~en/documents~dell-poweredge-fd332-spec-sheet.pdf
http://www.dell.com/sql
https://msdn.microsoft.com/en-us/library/hh510230.aspx
https://technet.microsoft.com/en-us/library/dn789160.aspx
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B Appendix 

Below sections provide PowerShell script to create the non-tiered and tiered storage volumes by using the 

directly attached SSD and HDD drives from FD332 storage. 

B.1 Creating Non Tiered (HDD) Storage Volumes by Using FD332 

Storage 

 Discovering and creating non-tier pool (for traditional HDD deployment) 

Get-PhysicalDisk -CanPool $true 

$s = get-storageSubSystem 

New-StoragePool -StorageSubsystemId $s.UniqueId -FriendlyName Non-

TieredPool -PhysicalDisks (Get-PhysicalDisk -CanPool $true) 

 Setting number of columns to 6 and interleave settings to 64 KB for  mirrored resiliency. 

Get-storagePool Non-TieredPool | set-resiliencysetting -name mirror -

NumberOfColumnsDefault 6 

Get-storagePool Non-TieredPool | set-resiliencysetting -name mirror –

InterleaveDefault 65536 

 Creating two VDs for storing data and log files 

New-VirtualDisk –StoragePoolFriendlyName Non-Tieredpool –FriendlyName 

NonTiered-SQLDATA –ResiliencySetting mirror –Size 1024GB –NumberofColumns 

6 

New-VirtualDisk –StoragePoolFriendlyName Non-Tieredpool –FriendlyName 

NonTiered-SQLLOG –ResiliencySetting mirror –Size 200GB –NumberofColumns 6 

 Initializaing, partitioning, formatting the volumes for NonTiered-SQLDATA and NonTiered-

SQLLOG VDs created earlier 

Get-VirtualDisk NonTiered-SQLDATA | Get-Disk | Set-Disk –IsReadOnly 0 

Get-VirtualDisk NonTiered-SQLLOG | Get-Disk | Set-Disk –IsReadinly 0 

Get-VirtualDisk NonTiered-SQLDATA | Get-Disk | Set-Disk –IsOffiline 0 

Get-VirtualDisk NonTiered-SQLLOG | Get-Disk | Set-Disk –IsOffiline 0 

Get-VirtualDisk NonTiered-SQLDATA | Get-Disk | Initialize-Disk –

Partitionstyle GPT 

Get-VirtualDisk NonTiered-SQLLOG | Get-Disk | Initialize-Disk –

Partitionstyle GPT 

Get-VirtualDisk NonTiered-SQLData | Get-Disk | New-Partition -DriveLetter 

"Z" -UseMaximumSize 

Get-VirtualDisk NonTiered-SQLLOG | Get-Disk | New-Partition -DriveLetter 

"Y" -UseMaximumSize 

Initialize-Volume -DriveLetter "Z" -FileSystem NTFS -Confirm:$false 
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Initialize-Volume -DriveLetter "Y" -FileSystem NTFS -Confirm:$false 

Get-Volume | ? DriveLetter -ge "A" | FT –AutoSize 

B.2 Creating Tiered Storage (SSDs+HDDs) Volumes by Using FD332 

Storage 

 Discovering and creating tier pool 

Get-PhysicalDisk -CanPool $true 

$s = get-storageSubSystem 

New-StoragePool -StorageSubsystemId $s.UniqueId -FriendlyName TieredPool -

PhysicalDisks (Get-PhysicalDisk -CanPool $true) 

 

 Setting interleave value to 64 KB for  mirrored resiliency 

Get-storagePool TieredPool | set-resiliencysetting -name mirror –

InterleaveDefault 65536  

 Creating storage tieres with SSDs and HDDs 

Get-StoragePool TieredPool | New-StorageTier -FriendlyName SSDTier -

MediaType SSD 

Get-StoragePool TieredPool | New-StorageTier -FriendlyName HDDTier -

MediaType HDD 

 Creating two virtual disks from SSD tier and HDD tier for storing data and log files 

$ssd=Get-StorageTier -FriendlyName SSDTier 

$hdd=Get-StorageTier -FriendlyName HDDTier 

Get-StoragePool TieredPool | New-VirtualDisk -FriendlyName Tiered-SQLData 

-ResiliencySettingName mirror -StorageTiers $ssd, $hdd -StorageTierSizes 

250GB, 740GB -WriteCacheSize 10GB 

Get-StoragePool TieredPool | New-VirtualDisk -FriendlyName Tiered-SQLLog -

ResiliencySettingName mirror -StorageTiers $ssd, $hdd -StorageTierSizes 

100GB, 100GB -WriteCacheSize 10GB 

Get-VirtualDisk | ft –AutoSize  -- to display the VDs 

 

 Iniitializaing, partitioning, formatting Tiered-SQLDATA and Tiered-SQLLOG VDs created earlier 

Get-VirtualDisk Tiered-SQLDATA | Get-Disk | Set-Disk –IsReadOnly 0 

Get-VirtualDisk Tiered-SQLLOG | Get-Disk | Set-Disk –IsReadinly 0 

Get-VirtualDisk Tiered-SQLDATA | Get-Disk | Set-Disk –IsOffiline 0 

Get-VirtualDisk Tiered-SQLLOG | Get-Disk | Set-Disk –IsOffiline 0 

Get-VirtualDisk Tiered-SQLDATA | Get-Disk | Initialize-Disk –

Partitionstyle GPT 
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Get-VirtualDisk Tiered-SQLLOG | Get-Disk | Initialize-Disk –Partitionstyle 

GPT 

Get-VirtualDisk Tiered-SQLData | Get-Disk | New-Partition -DriveLetter "Z" 

-UseMaximumSize 

Get-VirtualDisk Tiered-SQLLOG | Get-Disk | New-Partition -DriveLetter "Y" 

-UseMaximumSize 

Initialize-Volume -DriveLetter "Z" -FileSystem NTFS -Confirm:$false 

Initialize-Volume -DriveLetter "Y" -FileSystem NTFS -Confirm:$false 

Get-Volume | ? DriveLetter -ge "A" | FT –AutoSize 


