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Overview

In today 8@ Enterprise and Data Center environments, Ethernet is clearly the dominant interconnection
medium of choice. Currently, it is being mostly deployed at both 1 Gb and 10 Gb speeds. 10 GbE is
quickly becoming the standard with 40 GbE on the horizon .Ks af md Csutcesp ik aveddathe
constant evolution and low cost of Ether net technologies along with massive investment in
infrastructure and management. The same can b e said about Fibre Channel (FC)with storage
networking . FCis now seeing speeds of 8 Gbps and 16 Gbps. FC has seen incredible success in the
storage networking market due to its intrinsic nature of providing lossless traffic behavior.

The fact that both Ethernet and FC have succeeded in their own separate |
domains has resulted in the proliferation of different types of Peripheral 1 'ﬂy
Component Interconnect Expresscards (PCle) for servers to handle different T 4
types of traffic, separate cablin g to handle Ethernet and FC, additional 16b
expense in infrastructure for separate Ethernet and FC hardware, and more
power and cooling requirements.

Fortunately, with the evolution of technology and new protocols like Data Center Bridging (DCB), I/O
consolid ation is enabling the converged networks of the future where Ethernet and  FC traffic are able
to use the same physical infrastructure. In simple terms, 1/0O consolidation is the ability of a switch or a
host adapter to use the same physical infrastructure t o carry different types of traffic with different
traffic characteristics and requirements.

This unified approach to a converged infrastructure is having several positive effects in Enterprise and
Data Center environments:

1. Reduction in cabling and optics

2. Lower number of PCI e adapters needed in servers which allows for greater consolidation of servers
and denser blade chassis systems

3. Consolidation of switches
4. Less maintenance and point s of failure
5. Cost savings in infrastructure hardware and power/ cooling

10 GbE, the development and advancement of PCle adapters, and the Data Center Bridging (DCB)
protocol have made converged infrastructure possible. Take a look below of the resulting
consequence just on the server side; the benefits are especially seen in a blade server chassis where
more servers can be consolidated in a smaller space due to the space saved by fewer PCle adapter
requirement s.

Figure 1: Four NICs/HBAs replaced with two CNAs

Traditional Server Converged Server with CNAs
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In Figure 2, the traditional LAN and SAN network is displayed. Note how the LAN network has its own
Ethernet switches and the SAN network has its own FC switches. The server connects to both the LAN
and SAN network. Also shown are two FC fabrics for high availability. With the advent of new
technologies that allow both network and storage traffic to run effectively on one network, this degree

of separation is no longer needed or practical.

Figure 2: Traditional LAN and SAN Network As shown in Figure 3, 1/O consolidation allows for a

converged infrastructure where less hardware is
SANFabicp  SANFEbEE  needed and both LAN and SAN traffic traverse the
same network. The different types of traffic in this
case are LAN traffic which is typically lossy and
storage traffic which is typically lossless. Not only is
there consolidation in devices and cabling but als 0 a
consolidation in PCI - e adapters required on th e
server to carry different types of traffic. This is
especially important in a blade server chassis since
the saved space allows for greater density in terms of
server blades.

Figure 3: Converged LAN/SAN Network

3 LAN SAN Fabric B
Etthermet Fibre Channel SAN Fabric A

] Ethernet swilch Fibre Channel
switch

Convergence in the Data Center

FCoE

Understanding Fibre Channel

Since FCis the dominant stor age protocol in the data center, — Coweiged Netwiork (DCEX Cipable Emeriet Lks)
Fibre Channel over Ethernet ( FCoE) has become the obvious
choice for those looking to migrate to a converged
infrastructure while keeping the back -end FC SAN in-tact.
The modular Dell S5000 converged switch was specifically
designed for this trend in the industry. T he Dell S5000 allows
for the convergence of LAN and SAN traffic on the same physical infrastructure.

i Dell S5000 Converged Switch

Ethernet
Fibre Channel

FCoE can be seen as just another upper - layer protocol on top of Ethernet as shown in Figure 4 below.

FC frames are encapsulated in Ethernet frames as shown in Figure 6. Since the maximum FC frame
size is 2148 bytes and is larger than the maximum Cr f cpl cr n_wj m_b ggxc md [/ 3.
Ethernet frames (2500 bytes) must be used for FCoE.

Figure 4: Upper-Level Protocols over Ethernet Figure 5: FC Frame
Applications
TCP uDP
IP
Ethernet i - 24 - Up to 2112 I
« 2148 Byte: >
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Figure 6: FCoE Frame Format

Source MAC Address (6 bytes)

Destination MAC Address (6 bytes)

JEEE 802:1Q.Tag (32 bits) Figure 7: FC Encapsulation in Ethernet

ET = FCOE (16 bits) Ll

(4 bits)

Reserved (100 bits)

Ethernet Header

Encapsulated FC Frame including CRC
{Min = 28 bytes, Max = 2180 bytes)

- Reserved (24 bits)

To clearly understand FCoE, some knowledge of FC is important and a few common term s used in FC
must be understood.

Common Fibre Channel Terms:

N_Port - a hardware function that allows for sending/receiving datavia aFC
interface (may be referred to as a Host Bus Adapter (HBA) on an end
device). A N_Port connects to a F_Port on the FC switch.

F_Port - connects from the FC switch to the N_Port of an end device. The
F_Port on a FC switch provides access to Fabric Services (Ex: Fabric
Name Server, Fabric Login Server, etc.).

E_Port - expansion ports used to connect one FC switch to another.

G_Port - a switch port capable of operating in more than one mode. The mode
it operates in will depend on wh at connects to the port.

Zones - a defined set of ports that are allowed to communicate with one

another on a FC switch. Zoning allows for more security , helps prevent
excessivetraffic- d a f _and helpsgrevent data loss. An end device
can be assigned to multiple zones.

Inter- Switch Link (ISL) the link between E_Ports connecting two FC switches together. Some

vendors refer to these as port channels.

Fabric Shortest Path First - algorithm used by FC switches to determine the best path to use for
(FSPF) forwarding frames.

6 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Node_ Name - unique 64 - bit identifier assi gned to the node at the time of
manufacture. It may be used for m anagement applications or other
purposes. The Node_Name contains an Organizationally Unique
Identifier to ensure Node_Names as signed by different vendors are
unique.

Port_Name - a node can have multiple ports. Each node port has a Port_ Name
which is a unique 64 - bit identifier assigned to the port at the time of
manufacture/insta llation.

Worldwide Port_Name - Port_Names are such that no two ports should have the same

(WWPN) Port_Name. In consequence, each port has a Worldwide Port_Name
(WWPN). Since thePort_Names are unique, the Port_Name is used to
identify the por tin a FC network. It can be seen as a FC equivalent to a
to a MAC address in Ethernet.

N_Port_ID - a 24- bit address used by the topol ogy to route information from
source node portto destination node port. The N_Port_ID is also
known as a FC_ID. The N_Port_ID is assigned during initialization of
rfc I mbc nmpr _ | b rmnmjmew, Uf gj c
N_Port_ID could change when configuration is changed.

For the N_Port_ID, the following partitioning method is used:

The FC standards define a partitioning scheme for the 24 - bit address. From highest byte (left) to

lowest byte (right), the highest byte represents the domain, the middle byte represents the area, and

the lowest byte rep resents the port on the switch. GI r mb _wdq qugrafchb cltgpmlkclrr
sqs_jjw _jgm sqcb dmp rfc nmpr ufgjc rfc DNmprd dgcjb

Figure 8: N_Port_ID (24 -bit)

Domain Area Port
23 Byte O 16 15 Byte 1 1 7 Byte 2 (]
Usually identifies the specific Usually identifies the port on Far a switched fabric M_Part,
switch within the fabric the switch usually set to x'00"

Upon initialization of the fabric , Domain IDs are assigned to individual switches. If configuration is
changed and the switch is reinitialized, it is possible the switch may acquire a different Domain ID. It is
also usually possible to statically define a Domain ID on a switch. Figure 9: N_Port_ID Addressing Example
Below is a traditional setup that may be employed with separate
LAN and SAN networks. The server is shown with only one NIC and
one FC HBA to keep the diagram clear. Typically, for a higher level
of redundancy, multiple NICs and HBAs would be employed. For
example, a best practice for a server with two HBAs would be to
have one port on each HBA going to a dif ferent fabric. This allows
for redundancy at the port, HBA, switch, and fabric level.
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Small Form- Factor Pluggable transceivers (SFPs) are used within the LAN network and also within the
SAN network. OM3 fiber is used for all 10GE and Fibre Channel. For 10GbE ports only, Twinax cables
are a cost- effective alternative to fiber for short distance connections usually  within the same rack.
Note, Twinax cables are not used for native FC connectivity .

Figure 10: Traditional LAN/SAN non -converged network

Dell Z5000 Dell Z9000

:  DOOCOCOCOEOEODCCRE

Ethernet Links
—— FClinks

Dell 54810 Dell s4810

Fabric A

troller A

troller B

tlosure

Dell PowerEdge R720 Server

Dell Compellent Fibre Channel Storage
2 x SC8000
1x5C220

SAN Network

Focusing in on the FC side, an Enterprise may have a much larger SAN network which could be
scaled- out such as show n below in Figure 11.

8 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 11: Scaled-out FC SAN network

Dell PowerEdge R720 Server Dell PowerEdge R720 Server

Dell PowerEdge R720 Server

Edge FC Modular
Switches

Core FC Director-
Switches

FCLinks

Dell Compellent Fibre Channel Storage
2 x SCB00O0
2x5C220

In FC there are three different levels of logins which occur in sequence:

1. Fabric Login (FLOGI) - node port (N_Port) establishes a session with the fabric. The N_Port requests
a unique 24 - bit address from the Fabric Login Server which has the well -
il mul _bbpcgq md vdabDDDDDCd, @cdmpc d
node, fabric login is required. Once complete, the node port is part of the
d_ "pgadq _bbpcgq gn_ac,

2. N_Port Login (PLOGI) - the N_Port informs the Fabric Name Server of its capabilities and discovers
other nodes. A node port (N_Port) establishes a session with another node
port. There are two PLOGI s that occur ¢ one to the name server and one to
the end node. A login session is ended when a Logout (LOGO) is perfor med
by the end node. During the PLOGI between the end nodes, the nodes
exchange information regarding their transmission/reception capabilities.

3. Process Login (PRLI) - used by an upper-level process such as SCSI to establish a session between
the two upper -level processes between two end nodes.

9 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 12: Example FLOGI / PLOGI Process

FLOGI
- 5_ID = Ox000000

T D ID=0xFFFFFE

— —

" 5_ID = OxFFFFFE
FLOGI_ACT D_ID = SW_Assigned

End Node FC Switch

PLOG] 5 1D = N_Port_ID
TTT——__ D_ID=OxFFFFFC

—_

e
. 5 10 = OxFFFFFC
PLOGI_ACC D_ID=HN_Port_ID

FFFFFE = Fabric F_Port - well known address to get a
fabric login
OxFFFFFC — Name Server

Zoning

Access control on a switched SAN fabric such as that shown in Figure 10 can be provided by the fabric

grgcjd tg_ xmlgle, @w apc_rgle Dxmlcgd* rfc d_ pga a_lI
and talk to each other. This is somewhat analogous to VLANs on a LAN. However, unlike VLANS, zones

typically consist of very few devices such as one initiator and a few targets.

Take a look at Figure 13 below. This zoning configuration is from the fabric A FC switch in Figure 10.

The effective zoning configuration is stating that only the nodes with the WWPNs in zone

Ddgl acQcptcp/ ]I n/]lJrcqgrd _pc Rf¢mDcb8rm86a88bad8ddd&8la85msde
belongs to the FC HBA port and the other four WWPNSs belong to ports on the Dell Compellent

storage array.

10 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 13: Zoning configuration on fabric A FC switch

Best practice for zoning is to create a separate zone for each path that the host can see. This

minimizes external chatter and when something changes _ | j Il mbcg umldr “~c¢c I mrgdgch
However, this also creates more investment in configuration, m anagement, and maintenance. If there

are few nodes connected and to minimize configuration and maintenance, some may prefer to group

multiple WWPNs going to the same destination within one zone.  Above, we create one zone for the

FC HBAport going to all four WWPNs of the storage. We also could have created four zones ¢ one

per FC HBAport and storage port combination. See r f ©ell Networking S5000: Deploymen t of a

Converged Infrastructure with FCoE3guide for detailed configuration of the topology seen in Figure

10.

Fibre Channel Lossless Behavior

In FCit is not acceptable to lose frames. SCSI was no t initially designed to be carried over long
distances and thus is extremely sensitive to packet drops. SCSI was initially only used internally within
servers and connected to with short parallel SCSI ribbons. Soon direct attach storage was also
available via external SCSI connections, but the length of the SCSI cable was still limited to 25 meters.

FC has enabled the ability of storage to not only be centralized and shared but also has greatly
extended the distances at which servers can connect to disks or now storage area networks (SANS)
usually composed of multiple FC switches and disk arrays. Additionally, with its Buffer -to - Buffer (B2B)
link- level credit mechanism for implementing lossless behavior, FC has achieved much success in the
market place.

At link initialization, it is determined by each switch how many buffer credits each the other end has.
Frames are only transmitted from one switch to the next if the switch receiving the frame has an
available credit. In the FC B2B credit mechanism a credit is equivalent to a frame. In Figure 14 below,
we can see that since switch A does not have an available credit (0 of 16 credits remaining after it last
received a frame), switch B must wait until it rec eives notification from switch A via a Fibre Channel
Receiver- Ready (R_RDY) control word.

11 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 14: FC B2B Mechanism

/ Buffer Credits = 1 of 16

FC Switch B
FC Switch A %ﬂ.—rc Traffic-
@ Switch & out of buffer

: —wait for R_RDY before
Buffer Credits = 0 of 16 I FC Traffic— sending mare traffic

Recelving an R-Rdy through the receiver -» increments credit counter
sending a frame through the transmitter -> decrements credit counter

SAN Multi path Behavior

Depending on the storage device being used such as Dell Compellent storage array or Dell

PowerVault storage array and the server operating system, the storage array will use the operating

systema@ multi pathing capabilities or provide specific multi pathing software that can be installed on the

host to load balance over multiple paths available to the same storage target. Check the respective

storage documentation for more detail. For Dell PowerVault, seethe g B¢ j | NmucpT_sjr KB
Storage Arrays Administrator's Guided b masRmp rBcjj Amkncjjclr* gcc rfec
Storage Center Microsoft Multipath 10 (MPIO) Best Practices 3ddocument . Examples are also provided

inr f ©elldletworking S5000: Deploymen t of a Converged Infrastructure with FCoE3guide.

For an example FC SAN setup with Dell PowerEdge Servers and Compellent /PowerVault storage
arraysseer f ©®ell Qletworking S5000: Deploymen t of a Converged Infrastructure with FCoE3guide.

Load Balancing over Fibre Channel

Jcrdg em ° _ aandfocusin Bpgoifisally on the FC side. What if there w ere multiple links
between the FC switches in Fabric A as shown below; how would the traffic flow behave?

12 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 15: SAN network with multiple paths in fabric A

Fabric A

Dell PowerEdge R720 Server

Corftroller A

Coftroller B

Enflosure
el Storage

Dell Compellent Fibre Chann
2 x SCB000
1 x SC220

1. FLOGi would be established simultaneously on both fabric A and fabric B. PLOGi would be
established to the end nodes simultaneously from the CNA ports to the storage array ports.

2. The end nodes with multi path software wou Id still take care of the multi pathing when deciding
which HBA port to use from the server to the storage .

3. Fibre Channel's Fabric Shortest Path First (FSPF) Protocolwill be used to decide which path to
take within each respective fabric. FSPF is run between switches and is strictly a FC switch
functionality.

4. If the path with two links between FC Figure 16: Fibre Channel Frame Header
Switch 1 and FC Switch 3 in
fabric A is used, a hash Frame type and content/function
compose d of the Source
Address (S_ID) &Destination
Address (D_ID) and Originator Protocol Type s
Exchange ID (OX_ID) & Sequence frarme belongs to SEQLID
Responder Exchange 1D
(RX_ID) from the FC header
frame is used to decide which Multi-purpose parameter field Parameter Field (PARM)
link to load balance the traffic

R_CTL Frame Destination

Class-specific control information SR Frame Source

Frame Control [F_CTL) Frame Contral Field

SEQ_CNT Sequential Frame Count

Originator Exchange 1D Responder Exchange 10

13 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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over. The hash is usually user configurable on a switch s o it is possible to do only SID & DID
hash. Different vendors may have different proprietary solutions for how  effectively the traffic
is load balanced over ISL links.

Using the SAN setup in Figure 10, you can see in Fgure 17 below (partial Dsshow doutput on a Brocade

FC switch), the Dell PowerEdge R720 server is using a Brocade 825 FC HBA and is logged into the

fabric name server witha N _Port IDof xD. / . 0. . d, Lmrgac fmu rfchitt] Nmpr] GB d
partitioning scheme: Domain = 1, Area = port 2 on the switch, Port = 00. The other login with

N_Port_IDsof XD/ . 1 is a @brt on the storage controller , Dpmk rfc LepfytopeitwheB gr dqg
switch and which port the end node is connected to.

Figure 17: Dell PowerEdge R720 FC HBA logged in to the fabric name serverusingN ] Nmpr ] GB D. /. 0. . d

Convergence with FCoE using Dell S5000

Now that we under stand some of the basics of FC, we will examine how the Dell S5000 converged
switch can be employed to migrate to a
converged infrastructure. FCoE allows for 1/O

Figure 19: FCoE Mapping

consolidation by transporting FC frames 0sl stack
Figure 18: FC frame encapsulated within Ethernet 7 - Application
6 - Presentation FCoE FC Stack

encapsulated within
Ethernet frames. The 5 - Session
encapsulation layer is

FCOE, and SCSI is mapped over FC.This T

visualization is displayed in Figure 4 prior in this 3 - Network

document. This results in only Ethernet NICs

that support FCoE to be needed on the server. 2- Data Link 2-Data Link
Now Ethernet NICs and FC HBAs can be

consolidated into one adapter called a Aol ok
14 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Converged Network Adapter ( CNA).

Grdg gknmpr _|I r r m dtimpactthe FC stack HBAYEbftwam)cand the FC processing
does not change. The difference here is that Ethernet provides a different data link for transport of FC
frames ¢ FC encapsulated in Ethernet frames.

Crfcplcr f _g rwnga_ | | metwork meaning thanhitid possible for frabhgsrtogog w d

dropped and as such was n ot considered a viable option for storage traffic. However,t he same

lossless behavior provided by FC as discussed prior can now be provided by Ethernet thanks to the

Data Center Bridging Protocol (D CB), specifically Priority Based Flow C ontrol (PFC) which is included

as part of the DCB standard. BA @ a _ | rp_lgdmpk _ Djmggwd Crfcplcr | cru
network capable of meeting requirements to carry storage traff ic. Three important components of

DCB are outlined below.

Priority Based Flow C ontrol (PFC)

As defined by IEEE 802.3x, the PAUSE frame was introduced as a way for Ethernet to accomplish some
level of flow control which allows for a receiving node to temporarily stop the transmission of data

from the sending node. The PAUSE frame includes a two byte unsigned integer (0 through 65535) in
hex which tells the sending node how long to pause. Aval ue md tells tlie end device to resume

transmission. Figure 20: Eight priorities being used with PFC

The shortcomings of this initial flow control mechanism are Switch A Switch B
that a PAUSE frame will stop all the traffic on the link , and
there is no way to segregate traffic types or properly allocate
bandwidth to sp ecific typ es of traffic such as storage. Also, if
thresholds are not set appropriately, a PAUSE frame will
usually be received when congestion and some packet loss
has already occurred .

Transmit

I o |
2
. e
I s |
I s [—; ¢ |

Fortunately, the follow -on priority - based flow control (PFC)
(IEEE 802.1Qbb stardard approved in 2011 and part of the
DCB protocol ), provides a link-level flow control mechanism
that can be controlled independently for each Clas s of
Service (CoS)as defined by the IEEE P802.1p group.

—PAUSE

PFC is enabled by default when DCB is enabled. PFC pauses
traffic transmission for specified priorities (CoS values)
without impacting other priority classes. There are a total of
eight different priorities and d ifferent traffic types can be
assigned to different priority classes. Although not defined by
a standard, FCoE is typically mapped to priority 3 and iSCSI is typically mapped to priority 4. This
means Ethernet can carry multiple traffic types like LAN and SANand temporarily stop/pause traffic for
a specific traffic type without affecting other typ es of traffic .

15 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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Figure 21: ETS with 40% bandwidth for SAN Enhanced Transmission Slection (ETS)

ETS (IEEE 802.1Qaz) allows assignment of
bandwidth to specific traffic types. For example
60% of link bandwidth can be given to LAN traffic
while 40% of link bandwidth can be given to S AN traffic. In addition to allocating a guaranteed share of
bandwidth to traffic types, it is possible for a traffic type to exceed its minimum guaranteed bandwidth

if bandwidth is available .

60% LAN

Data Center Bridging eXchange (DCBx )

DCBx is an extension of the Link Layer Discovery Protocol (LLDP). It 8 the DCB management protocol
that allows DCB devices to exchange configuration information with directly connected peers. DCBx
can detect the misconfiguration of ap eer DCB device and optionally configure peer DCB devices with
pre-configured settings to ensure consistent oper ation. DCBx allows the exchange of link -level
configurations in a converged Ethernet environment and is a prerequisite for using DCB features, such
as priority - based flow control (PFC) and e nhanced transmission selection (ETS).

As FCoE is just another upper - level protocol mapped on top of Ethernet, n othing in the back -end SAN
network needs to change - as far as it knows all end nodes are connected via FC. However, with FCoE
there is some additional terminology that needs to be introduced to make certain distinctions between
FCoE and strict FC.

Common FCoE Terms :

VN_Port - a FCoE node port similar to a N_ Port in FC. Can be considered a N_Port
over an Ethernet link (sometimes referred to as a CNA Adapter on an end
device).

VF_Port - a FCoE switch port that is similar to a F_Portin FC. Can be considered an

F_Port over an Ethernet link. Connects to a VN_Port of an end device.

VE_Port - FCoE switch port that is similar to an E_Portin FC, Grdq _| cvV
used to connect one FCoE switch to another. Can be considered an
E_Port over an Ethernet link.

FCoE Forwarder - a converged switch that has ports that can function as both Ethernet ports
(FCF) and FC ports providing FCoE - FC bridging capability.

Fabric Provided MAC - MAC address assigned by the FCF during the FC login process
Address (FPMA) (FLOGI/FDISC).

An important aspect of deploying FCoE is that the backend LAN and SAN infrastructure does not need
to change. The Dell S5000 is a converged switch also known as a Fibre Channel Forwarder (FCF),
which means it has both Ethernet and FC ports and allows for the b ridging functionality between
Ethernet and FC via FCoE The process is summarized as follows:

16 The Building Blocks of Unified Fabric and LAN/SAN Convergence
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1.) End node sends Ethernet frame to FCF (note, there may be a lossless Ethernet bridge such
as a Dell S48100r Dell MXL/IOA in- between).

2.) As usual, the Ethernet switch will forward the received frame based on its destination MAC
address.

3.) If the destination MAC address belongs to the FCF, the frame will be forwarded to the
respective FCF entity and the FC frame encapsulated in the Ethernet frame is extracted
and transmitted as native FC on the FC link.

4.) If the MAC address does not belong to the FCF, the Ethernet frame is forwarded as normal .

FCoE can be described as composed of two main protocol s:

1. FCoE Initialization Protoc ol (FIP)
FIP is a control plane protocol used to discover FC entities and allows entities to login/logout from
the FC fabric.

2. ECoE
FCoOE is a data plane protocol that carries the SCSI traffic in FC frames which themselves are
encapsulated in Ethernet frames.
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Figure 22: FIP/FCoOE protocol process
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Figure 22 above displays how the FIP and FCoE protocols work together when a n end node comes
online. On the Dell S5000 switch, the FIP protocol communicates over the default ~ VLAN, therefore,
when using a blade server, the FCoE port connecting from the S5000 to the MXL/IOA switch and
FCoE port from the MXL/IOA switch to the CNA must remain untagged on the default VLAN. With rack
servers, the FCoE port on the S5000 connecting to the CNA has to be untagged on the default VLAN.
The end node will send a FIP VLAN discovery request to a multicast MAC address called the ALL - FCF
MACs (01:10:18:01:00:02); all FCFs will listen on this multicast address and respond via unicast in
regards to VLAN notification.

Note the N_Port_ID or FC_ID 24 - bit address is still obtained during FLOGI as in FC. A main difference
now is that the VN_Port also receives what is known as the Fabric Provided MAC Address (FPMA).Note
that the FPMA only applies to nodes on the FCoE network and not on the backend FC network. Since
the converged switch or FCF is translating between the Ethernet and FC networks, the FPMA is used to
properly transmit FC frames after they are encapsulated in Ethernet frames.

Basically, FCoE has two types of addresses:
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1. FC addresses

- N_Port_IDs (FC_IDs) discussed prior are used for en d-to-end communication

from the end-node host port to the end-node storage array port. Note, that
the end node may be a N_Port (FC) or VN_Port (FCoE).

2. MAC addresses

- in this case, FPMAs are used in a similar manner as MAC addresses on a LANC

for hop -to- hop link layer communication ¢ for example from a VN_Port to a

VF_Port.

The FPMA is composed of a 24 - bit FC- MAP (obtained from the
converged switch or FCF) and a 24 -bit N_Port_ID or FC_ID.
Typically, engineers will assign different FC - MAPs to each fabric to
ensure no addre ssing conflicts occur. Since the fabrics are
independent of each other, the same FC - MAP can be used,
however, best practice is to use different FC - MAPs.See Figure 24
below for an example of FCoE addressing during packet flow from

a source node to destinat ion node.

Figure 24: FCoE addressing during packet flow

Figure 23: FPMA address format
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N_Port ID Virtualization (NPIV)

One specific technology that was not discussed in the prior FC overview was N_Port ID Virtualization
(NPIV). NPIV is an optional FC feature that allows an N_Port to obtain multiple addresses. Each address
appears as a separate N_Port to other entities in the fabric.

With NP1V, the associated N_Port performs a FLOGI as expected to acquire its N_Port_ID. Next, the

N_Port can obtain add itional addresses via Fabric Discover (FDISC) extended link service which is a

t_pg_lr md rfc DIJMEG npmrmamj, Grdq gknmpr _Ir rm | mrc |
Port_Name to the fabric.

A typical FC storage network consists of servers co nnected to edge switches, which are in turn

connected to SAN core switches as shown in Figure 11 prior. As the SAN expands, more ports and SAN

switches must be added. Adding SAN switches results in an increase in the number of required domain

IDs, which may surpass the upper limit of 239 d omain IDs suppor ted in a SAN network. A NPIV Proxy

G rcu_w _tmgbqg rfc Il ccb dmp _bbgrgml _j bmk gl GBg "~ ca_ s
the domain ID ofthe FCqugr af gr dgq amll car cb rPiV, opd physiéactN Fpfféan d "~ pga,
be linked to and used by multiple VN_Ports. Each VN_Port will have a WWPN and 255 WWPNs can be

supported via one NPIV link.

As shown in Figure 25 below, the Dell S5000 acts as a NPIV Proxy Gateway. NPIV provides FCoE-FC
bridgin g capability on the S5000. The FC switch used must also support NPIV. The Dell S5000 switch
is connected to a FC switch and acts as NPIVProxy Gateway for respective end nodes.

Note, multiple links can be used between the Dell S5000 switch and FC switch.  As end nodes login to
the fabric, the Dell S5000 switch will round robin the NPIV connections over all FC links connected to
the FC switch.
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Figure 25: Dell S5000 NPIV Proxy Gateway Example
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Fgure 26 shows a likely use case that could be employed using the Dell S5000 converged switch .
Note how the Dell S4810 Ethe rnet switches from the traditional non -converged setup have been
replaced by Dell S5000 converged switches. Also, n ote how the separate Ethernet NIC and FC
adapters on the server have been replaced by one CNA. FC frames are now encapsulated in Ethernet
frames and both LAN and SAN traffic are carried over the same Ethernet links up to the Dell S5000
which separates the two different types of traffic. The two separate Dell S5000 switches are
connected to a Brocade 6505 FC switch in both fabric A and fabric B respectively and both act as NPIV
Proxy Gateways for respective end nodes. For different possible use cases of the Dell S5000, see the
Dell Networking S5000: Data Center ToR Architecture and Design 3document .

As prior, SFPs are used within the LAN backend network and also within the SAN backend network.
OM3 fiber is used for all 10G bE and FC. For 10GbE ports, Twinax cables are a cost- effective alternative
to fiber for sho rt distance connections usually within the same rack. Note , Twinax cables do not work
for native FC connectivity but will work for FCoE since the physical connection is 10  GbE.
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Figure 26: Dell S5000 acting as a NPIV Proxy Gateway and allowing for a conv erged infrastructure
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Ggs idportant to note that as long as the appropriate drivers for both FC and Ethernet are installed on
the server, the operating system can see two CNA ports as multiple Ethernet ports and FC HBA ports if
NIC partitioning (NPAR) is employed . See Figure 28 for how Windows logically sees a CNA card with
NPAR and FCoE enabled.

Figure 27: Logical view of how operating system sees CNA with NPAR and FCoE enabled
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